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Lothar and Sylvester Equations

Lothar and Sylvester Equations

@ Hu, D. Y.; Reichel, L., Krylov-subspace methods for the Sylvester equation.
LINEAR ALGEBRA APPL. 172 (1992), 283-313.

Investigates Galerkin and Minimal Residual methods for Sylvester equations.

Most (83 in Scopus) or 2nd most (41 in MathSciNet, 151 in Google Scholar)
frequently cited of Lothar's papers!
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Sylvester Equations
[

Large-Scale Sylvester Equations
Problem Setting

Sylvester Equations

Find X € R"™™ solving

AX —XB=FG',
where A € R™", B e R™™ F ¢ R™’, G € R™*",

Applications (just for now):
o control theory (e.g., Luenberger observer, model reduction, ...),
@ image restoration,

o fluid queue models, solving transport equations (Newton step for
solving nonsymmetric Riccati equations)
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Sylvester Equations
(]

Large-Scale Sylvester Equations
Properties & Algorithms

Sylvester Equations

AX — XB = FGT

@ Unique solvability ensured if
AA)NA(B) = 0.

@ Reduces to Lyapunov equation if B= AT, G = F.
o Algorithms for small to moderately sized problems based on

o Schur, spectral, or Hessenberg decompositions of A and B
(Bartels-Stewart,. . . ),

o sign function iteration (Roberts,...),

o alternating directions implicit (ADI) iteration (Wachspress,...).
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Large-Scale Sylvester Equations

Low-rank Phenomena

Sylvester Equations

AX —XB=FGT

In this talk:
@ both A€ R"™ " and B € R™*™ large and sparse,
o FeR™" G e R™ with r < n,m.
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Large-Scale Sylvester Equations

Low-rank Phenomena

Sylvester Equations

AX — XB = FGT

In this talk:
@ both A€ R"" and B € R™*™ large and sparse,
o FeR™" G eR™ with r < n,m.

Plot of singular values of solution X for artificial example with n = 1600,
m =900 and r = 4.
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Large-Scale Sylvester Equations

Low-rank Phenomena

Sylvester Equations

AX —XB=FGT

In this talk:
@ both A€ R"™ " and B € R™*™ large and sparse,
o FeR™" G e R™ with r < n,m.

Observation: X has small numerical rank
[PENZL '99, ANT./SOR./ZHOU '02, GRASEDYCK ’04]

rank(X,7) = f < min(n, m)

~» Compute low-rank solution factors Z € R"™*f Y € R™*f,
D € R™*f, f < min(n, m) such that X ~ ZDY'T.
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Large-Scale Sylvester Equations '

Low-rank Phenomena & methods

As for Lyapunov equations, there are mainly three classes of methods for
computing Z, Y, D

Q (Petrov-)Galerkin-projection methods based on (rational) Krylov
subspaces, e.g.,

span{Z} C K(A, F, k), span{Y} C K(B,G,k)
and D solves (ZTAZ)D — D(YTBY) = (ZTF)(G'Y).

[JBILOU ET AL ’02,...]

Q iterative Krylov subspace methods for equivalent linear system
(Ih® A= BT & I,) vec(X) = vec(FG ).

@ Smith & alternating directions implicit (ADI) type methods.
[B./L1/TRUHAR '09]
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Low-rank Sylvester ADI

Derivation

Continuous and discrete time Sylvester equations

Let o # B with « € A(B), 8 ¢ A(A), then

AX —XB=FGT & X=AXB+ (8- a)FG",
N————— —

cont.-time Sylv. Eq.

disc.-time Sylv. Eq.

where

= (A-Bl,) YA - al,),
(B — alm) ™Y (B — Blm),

= (A-Bl,)7F,
(
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Low-rank Sylvester ADI (&

Derivation

The equivalent discrete-time Sylvester equation
X = AXB + (8 — ) FG"
motivates the iteration for k > 1
X = AXi—1Bi + (B — o) Fu Gy,
where

Ak i= (A= Brln) HA — ),
By := (B — aklm) (B = Bilm),
Fi:= (A= Pila)'F,

Gk = (B — axln)"G.

for oy 7& Bk with ay ¢ /\(B), Bk ¢ /\(A), Xo € R™m,
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Low-rank Sylvester ADI (

Derivation

The equivalent discrete-time Sylvester equation
X = AXB + (8 — a)FG"
motivates the ADI iteration for k > 1 [WACHSPRESS '88]
Xie = AkXi—1Bic + (B — ) FiGy,
where

Ak i= (A= Brln) HA — ),
By := (B — aklm) (B = Bilm),
Fi:= (A= Pila)'F,

Gk = (B — axln)"G.

for oy 7& 51( with ay ¢ /\(B), Bk ¢ /\(A), Xo € R™m,
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Low-rank Sylvester ADI

Derivation

Sylvester ADI iteration

Xk = AkXi—1Bk + (Bx — a) FkGl
Now set Xg = 0, Xx = ZxDy Y}, and observe

X1 = A1 XoBy + (B — a1) F1 Gy
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[e]e] o)

Low-rank Sylvester ADI

Derivation

Sylvester ADI iteration

X = AkXi—1Bk + (Bk — cu) FkGl
Now set Xg = 0, Xx = ZxDy Y}, and observe

Xi = (B1 — a1)(A— Buln) FGT(B — agly) ™
=21 =(A=B1l)"F, Yi=(B-aily) "G, D= —al)l.
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[e]e] o)

Low-rank Sylvester ADI

Derivation

Sylvester ADI iteration

Xk = AkXi—1Bk + (Bx — a) FkGl
Now set Xg = 0, Xx = ZxDy Y}, and observe

Xo = A X1By + (B2 — a2) F2G4!
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Low-rank Sylvester ADI

Derivation

Sylvester ADI iteration

X = AkXi—1Bk + (Bk — cu) FkGl
Now set Xg = 0, Xx = ZxDy Y}, and observe

Xo = (B1 — a1)(A = Baly) "HA = azl,)(A = Brl,) "HF x
X GT(B = a1ly) (B = Balm)(B — aly) ™1
+ (B2 — 2)(A = Bal,) TFGT(B — anly) ™t
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[e]e] o)

Low-rank Sylvester ADI

Derivation

Sylvester ADI iteration

X = AkXi—1Bk + (Bk — cu) FkGl
Now set Xg = 0, Xx = ZxDy Y}, and observe

Xo = (Ba — a2)(A — Baly) " HA = arl,)(A — Bil,) HF x
X GT(B = a1ly) (B = Bilm)(B — azly) ™t
+(B1 — a1)(A—=Bil,) TFGT(B — anly) ™t

Max Planck Institute Magdeburg P. Benner, ADI for Sylvester Equations Lothars Contributions and New Results 11/26



Low-rank Sylvester ADI

Derivation

Sylvester ADI iteration

X = AkXi—1Bk + (Bk — cu) FkGl
Now set Xg = 0, Xx = ZxDy Y}, and observe

X = (52 - a2)(A - B2In)_1(A - alln)(A - ﬁlln)_lF X
X GT(B = a1ly) (B = Bilm)(B — azly) ™t
+(B1 — a1)(A—=Bil,) TFGT(B — anly) ™t
= (B2 — a2) (A — a1ly)(A — Baly)"r 21 x
-V
x YI(B - aslyn) (B — Bilm) + (81— 1)1 Y{

::WZH
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Low-rank Sylvester ADI (

Derivation

Sylvester ADI iteration

X = AkXi—1Bk + (Bk — cu) FkGl
Now set Xg = 0, Xx = ZxDy Y}, and observe

X = (52 - a2)(A - B2In)_1(A - alln)(A - ﬁlln)_lF X
X GT(B = a1ly) (B = Bilm)(B — azly) ™t
+(B1 — a1)(A—=Bil,) TFGT(B — anly) ™t
= (B2 — a2) (A — a1ly)(A — Baly)"r 21 x
-V
x YI(B - aslyn) (B — Bilm) + (81— 1)1 Y{

::WZH
= 2, =[4, Vo], Yo=[Y1,W,], D =diag (D1, (52— a2)l)
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Low-rank Sylvester ADI (&

Algorithm [B. 05, L1/TRUHAR '08, B./L1/TRUHAR ’09]

Algorithm 1 Low-rank Sylvester ADI (factored ADI)

Input: Matrices defining AX — XB = FG' and shift parameters
{al? A 7akmax}' {/317 te 7ﬁkmax}'

Output: Z, Y, D such that ZDY" ~ X.

: Z]_ = Vl = (A — ,Blln)_lF

Yi=W =(B-ail,) G

: Dy = (61— a1)l;

s for k=2,..., knayx do
Vie = Vier + (Bk — a—1)(A — Biln) " Vieos.
Wi = Wi_1 + (o — Br—1)(B — axls) “H W1

end for

. Update solution factors

Zik = [Zk—1, Vi), Y = [Yi—1, Wi], Dy = diag (Di—1, (Bk — a)ly) .

Max Planck Institute Magdeburg P. Benner, ADI for Sylvester Equations Lothars Contributions and New Results 12/26



Low-rank Sylvester ADI

®0000

Low-rank Sylvester ADI

The Residual

Sylvester ADI iteration

X = AkXi—1Bk + (Bk — cu) FkGl

yields

Xe — X = Ax(Xe—1 — X)Bx

I
—
2
X

|
i

—

&

Hence, the Sylvester residual is given by

S(Xk) = AXi — Xk B — FGT = A(Xx — X) — (X, — X)B

- [f[Aj]S(xo)[f[Bj].
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Low-rank Sylvester ADI

The Residual

For Xo = 0 (as in the low-rank Sylvester ADI) we have
S(Xk) = AXx — Xk B — FGT = —V, W,

. k . k H
Vk = {HAJ}F’ Wk = {HBJ} G.
Jj=1 j=1

Lemma

rank(S(Xk)) < r (and semidefinite in the Lyapunov case).

Max Planck Institute Magdeburg P. Benner, ADI for Sylvester Equations Lothars Contributions and New Results 14/26



Low-rank Sylvester ADI (

The Residual

For Xo = 0 (as in the low-rank Sylvester ADI) we have
S(Xk) = AXx — Xk B — FGT = —V, W,

K K "
Vi = {H.AJ-]F, W := {HBJ} G.

rank(S(Xk)) < r (and semidefinite in the Lyapunov case).

Moreover,
Vie = (A — ak—11,)(A = Bilp) " Via

= (A= Bih) HA = ar—15)(A — ak—2ln)(A — Br—1n) Vi
= (A~ Biln) P A1 (A — ak_2lp) Vi_a
k—1
:...:(A—ﬂkln)_l[H.Aj]F = \A/k:(Afak/,,)Vk.
=1
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Low-rank Sylvester ADI

The Residual

Furthermore,
k—1
Vie= (A= Bla) ! TT A1) F
j=1
k
Ve = (A= anly) Vi = [ A,-]F
j=1
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Low-rank Sylvester ADI

The Residual

Furthermore,
k—1 R
Vie = (A= Bilo) [ TT A1) F = (A= Bk Vi,
j=1
k
Ve = (A= anly) Vi = [ A,-]F
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Low-rank Sylvester ADI

The Residual

Furthermore,

k-1
Vie = (A= Bilo) [ TT A1) F = (A= Bk Vi,
j=1

Vi = (A= auly) Vi = [ﬁAj]F
=1

= (A= arh)(A—=Bil) Vs
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Low-rank Sylvester ADI

The Residual

Furthermore,

k-1
Vie = (A= Bilo) [ TT A1) F = (A= Bk Vi,
j=1

Vi = (A= auly) Vi = [ﬁAj]F
=1

= (A= arln)(A=Bil) Vi1 = Vi1 + (Bk — ) i,
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Low-rank Sylvester ADI (

The Residual

Furthermore,

k-1
Vie = (A= Bilo) [ TT A1) F = (A= Bk Vi,
j=1

Vi = (A= auly) Vi = [ﬁAj]F

j=1
= (A= auhn)(A = Bil) Vi1 = Vier + (Be — o) Vi,
Wi = (B — agelm) W1,
Wi = Wie_1 — (Bx — o) W,

where \A/o = F, Wo =G.

(Generalization of Lyapunov case discussed in [B./Saak/KURSCHNER '13].)
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Low-rank Sylvester ADI

Low-rank Sylvester ADI Reloaded [B./KURSCHNER ’13]

Algorithm 2 Reformulated Factored ADI iteration (fADI 2.0)
Input: A, B, F, G defining the Sylvester equation and shift parameters

{aa, ., an} {B1,-- -, Broa }r tolerance 7> 0.
Output: 7, € C"*rkma Y, € C™Xrkmax D) € CrhmaXrkmax gych that

max max

max

kaax kaaX Ykﬁax ~ X.
1 Vo=F, Wy=G, k=0
2: while ||WkTVk||F > T||GTF||F do
3 =Bk — o R .
4 V= (A= Biln) Vi1, Wk = (B — axlm) " Wi_q
5. V= Vi1 + Vi, Wie = Wi — Wi
6:  Update solution factors

Zk = [Zk—1, i)y Yi = [Yi—1, Wi], Di = diag (Dx—1,v«lr)

7: k++

8: end while
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Low-rank Sylvester ADI

)
Some further improvements [B./KURSCHNER ’13]

@ Non-symm. A, B usually lead to complex shifts ~» complex iterates.
Can be avoided, only one linear system per complex conjugate pair
of shifts necessary ~+ acceleration of factor 2.
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Some further improvements [B./KURSCHNER ’13]

@ Non-symm. A, B usually lead to complex shifts ~» complex iterates.
Can be avoided, only one linear system per complex conjugate pair
of shifts necessary ~+ acceleration of factor 2.

@ Self-tuning of shifts by selecting Ritz values corresponding to current
rational Krylov bases Vi, Wy ~> acceleration factor 1-4.
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Some further improvements [B./KURSCHNER 13

NeT/

@ Non-symm. A, B usually lead to complex shifts ~» complex iterates.
Can be avoided, only one linear system per complex conjugate pair
of shifts necessary ~+ acceleration of factor 2.

@ Self-tuning of shifts by selecting Ritz values corresponding to current
rational Krylov bases Vi, Wy ~ acceleration factor 1-4.

@ In summary, accelerated ADI iteration for Sylvester equation by
factor between 2 and 10.
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Low-rank Sylvester ADI

Some further improvements [B./KURSCHNER ’13]

@ Non-symm. A, B usually lead to complex shifts ~» complex iterates.
Can be avoided, only one linear system per complex conjugate pair
of shifts necessary ~+ acceleration of factor 2.

@ Self-tuning of shifts by selecting Ritz values corresponding to current
rational Krylov bases Vi, Wy ~ acceleration factor 1-4.

@ In summary, accelerated ADI iteration for Sylvester equation by
factor between 2 and 10.

@ Special variants for special types of Sylvester equations:

— Generalized Sylvester equations:
AXC — EXB = FG'.
— Cross-Gramian Sylvester equation:
AXE + EXA = —FG'.
— Discrete-time Lyapunov equation (Stein equation):
AXAT — EXET = —FFT".
— Discrete time Sylvester equation:
AXB — EXC = —FG'.
P. Benner, ADI for Sylvester Equations Lothars Contributions and New Results 17/26



Optimal Low-Rank Solutions )
Rank-1 right hand side [B./BREITEN ’12/°13]

Let us consider the generalized Sylvester equation

AXD + CXB — uv" =0,
with A,C e R™" B,D e R™™ yecR", v eR™
Assume that A=AT B=B7,C=C",D=D" »0.
Hence, the generalized Sylvester operator

Ls=D®A+B®C

naturally defines an inner product (-, )z, via
R™M x R™™M 5 R, (Y1, Y2) = (Y1, Ya) o := (Lsvec (Y1), vec(Y2)).

Goal: Find a rank-n approximation Xj that is optimal w.r.t.

1X = Xall 7, == V(X = Xa, X — Xa) 5.
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Optimal Low-Rank Solutions g

An objective function and the error set

[B./BREITEN ’12/°13]

Let
Y= (AB,C,D,u,v)

denote a generalized Sylvester equation with solution X.

Define an objective function f(X) = u” Xv and the error set ¥, as
-A 0 -B 0 -C 0
ol | S B
—E 0 u v
e=[ ¢ w=[i] v-[i]

where the reduced set is given as
A=vTav, C=vVvTcv, a=VTy,
B=wTBwW, D=wTDW, v=WTv,

with orthonormal matrices V € R"™% and W € R™*",

Max Planck Institute Magdeburg P. Benner, ADI for Sylvester Equations Lothars Contributions and New Results
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Optimal Low-Rank Solutions

An auxiliary result and optimality conditions [B./BREITEN ’12/°13]

Deriving first-order optimality conditions for f (SISO) now leads to
H(=\) = A(=X),
H'(=\) = H' (=),

with H(s) = v7 (sD — B) "' v and ), denoting the eigenvalues of (A, €).
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Optimal Low-Rank Solutions

An auxiliary result and optimality conditions [B./BREITEN ’12/°13]

Deriving first-order optimality conditions for f (SISO) now leads to

G(—pi) = G(—Mi),
G'(—p) = G'(—pi),

with G(s) = u”(sC — A)~'u and y; denoting the eigenvalues of (B, D).
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Optimal Low-Rank Solutions

An auxiliary result and optimality conditions [B./BREITEN ’12/°13]

Deriving first-order optimality conditions for f (SISO) now leads to
G(—pi) = G(—pi),
G'(—pi) = G'(—mi),

with G(s) = u”(sC — A)~'u and y; denoting the eigenvalues of (B, D).

Lemma

o X =(A,B,C,D,u,v) symmetric set of matrices.

o3 =(AB,C, D, 0,0) reduced set of matrices obtained by V, W.
o X, X solutions of associated Sylvester equations.

= f(Zer) < F(T) — F(X).

= f(Le) = F(T) — f(X) & 3 fulfills optimality conditions.
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Optimal Low-Rank Solutions

The main result

o X =(A,B,C,D,u,v) symmetric set of matrices.
o3 =(AB,C, D, 0,0) reduced set of matrices obtained by V, W.
° X, X solutions of associated Sylvester equations.

N HX _ V)?WT’ L2 ().
5]

L = (Ter) & 3 fulfills optimality conditions.
S

N HX— V)%WT’
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Optimal Low-Rank Solutions :

The main result

o X =(A,B,C,D,u,v) symmetric set of matrices.
o3 =(AB,C, D, 0,0) reduced set of matrices obtained by V, W.
° X, X solutions of associated Sylvester equations.

N HX _ V)?WT’ L2 ().
5]

L = (Ter) & 3 fulfills optimality conditions.
S

N Hx— V)%WT’

Consequence: f-optimality of 3 implies £s-optimality of VXWT.

Goal: Find a local minimizer of (X, )!
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er ADI Optimal Low-Rank Solutions

[e]e]e]e] lelelele]

Optimal Low-Rank Solutions
An iterative algorithm [B./BREITEN '12/ 13]

Algorithm 3 IRKA for symmetric Sylvester equations ((Sy)2IRKA)

~

Input: Interpolation points ¢; and p; for i=1,...,h
Output: X; = VXWT locally minimizing the £s-norm

while relative change in {a,-,u,-} > tol do
V =span{(01C — A)"tu,...,(0sC — A)~! u}, ViV =1.
W = span{(u,D — B)~* ,(uaD — B) v}, WTwW = 1.

A=VTAV, C= vch B= WTBW, D=wTDwW
Assign o; « —)\;(B, D) and p; + )\(A,C) fori=1,...,n
end while
Solve AXD + CXB — 00T, with o= VTu, v=WTv.
Set X = VXWT,

e M )

Remark: Steps 2 and 3 can be replaced by solving
AXD + CXB —udT =0, DYA+BYC—vi' =0

— straigthforward extension to general r.h.s.
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Application: Image reconstruction

A tribute to Lothar’s ” Application of ADI ... to restoration of noisy images”

e

(H\=H"H+ XL L)x=H'g.

Tikhonov regularization

2
X = min

2

Minimizer is given as solution of

Assume H=H, Q@ Hiand L=L, ® L1, with Hy, L; € Rnxn7 H2, L, € RM*m

Can be written as
AXD + N°CXB=E,

where A= H{ H;,B= L] 1, C=L]{L1,D = H] Ho, E = H GH..
In the following, H1 = [hj] is the Toeplitz matrix with
hj = 72r1_17|i—j| <r, r=20.
Moreover, L; is tridiag(1,2,1) and G = G + N, with Gaussian Noise
INI[/1|GllF = 1072, G = HiXorHo.
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20 Years of ETNA 60 Years of Lothar Sylvester Eq Optimal Low-Rank Solutio
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Image reconstruction
The problem

An evening with Lothar
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Image reconstruction
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20 Years of ETNA nl Optimal Low-Rank Solutio
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20 Years of ETNA 60 Years of Lothar Optimal Low-Rank Solutio
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Image reconstruction
The problem

An evening with Lothar

At midnight
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20 Years of ETNA

Years of Lothar thar and Sylvester Equations  Sylvester Equations  Low-rank Sylvester ADI  Optimal Low-Rank Solutions

[e]e]e]e) 000000000 000000080

Image reconstruction

The solution

0, again, was the

y | was drinking with?

(Sy)’IRKA step 1, r = 40
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Image reconstruction

The solution

Early morning — who, again, was the guy | was drinking with?

(Sy)’IRKA step 2, r = 40
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Image reconstruction

The solution

Early morning — who, again, was the guy | was drinking with?

(Sy)’IRKA step 3, r = 40
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Image reconstruction

The solution

Early morning — who, again, was the guy | was drinking with?

(Sy)’IRKA step 4, r = 40
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Image reconstruction

The solution

(Sy)’IRKA step 5, r = 40
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20 Years of ETNA 60 Years of Lothar  Lothar and Sylvester Equations  Sylvester Equations  Low-rank Sylvester ADI  Optimal Low-Rank Solutions
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Image reconstruction

The solution

Early morning — who, again, was the guy | was drinking with?

... well. .. recovered
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Optimal Low-Rank Solutions

(Not) The End.

HAPPY BIRTHDAY, Lothar ...

Max Planck Institute Magdeburg P. Benner, ADI for Sylvester Equations Lothars Contributions and New Results 26/26



er Equatior S W-ran r ADI Optimal Low-Rank Solutions

(Not) The End.

HAPPY BIRTHDAY, Lothar ...

...and keep flying!
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er ADI Optlmal Low-Rank Solutions

(Not) The End.

HAPPY BIRTHDAY, Lothar ...

...and keep flying!

Last but not least, HAPPY BIRTHDAY, ETNA !
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