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Abstract

In this paper, we discuss a model order reduction method for multiple-input and multiple-output

discrete-time bilinear control systems. Similar to the continuous-time case, we will show that a system

can be characterized by a series of generalized transfer functions. This will be achieved by a multivariate

Z-transform of kernels corresponding to an explicit solution formula for discrete-time systems. We will

further address the problem of generalized tangential interpolation which naturally comes along with this

approach. We will introduce a reasonable generalization of the linear H2-norm. Based on this concept,

we discuss the choice of interpolation points. Furthermore, an efficient discretization of continuous-time

systems is provided. The performance of the proposed method is evaluated by means of some numerical

examples and compared with the method of balanced truncation for bilinear systems.

Keywords: model order reduction, bilinear systems, tangential interpolation, discrete systems

1 Introduction

Nowadays many technical and industrial processes require accurate and systematic analysis and simulation
with the help of mathematical models. However, the accurate modelling frequently leads to very large-scale
control systems which prevent efficient numerical treatment. Therefore, model order reduction is concerned
with the construction of a system of much smaller state dimension that still faithfully reproduces the original
dynamics or transfer behaviour. While for linear systems there are well-established techniques to construct
reduced order models satisfying certain error bounds or interpolation properties, in the presence of nonlin-
earities much less is known.
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Here, we want to consider discrete-time bilinear systems of the form

Σ :

{
x(k + 1) = Ax(k) +N (Im ⊗ x(k))u(k) +Bu(k),

y(k) = Cx(k), x(0) = x0,
(1)

where A ∈ R
n×n, N = [N1, . . . , Nm] ∈ R

n×nm, B ∈ R
n×m, C ∈ R

p×n, u(k) ∈ R
m, y(k) ∈ R

p. These systems
arise naturally as theoretical model for different real-life dynamics, see e.g. [14, 15, 16]. Moreover, for systems
with weak nonlinearities, the concept of Carleman bilinearization, see [19], yields satisfying approximations
by enlarged bilinear systems. An interesting feature of this special class of nonlinear systems now is their close
relationship to linear systems which allows generalizing some of the concepts from the linear case. Formally,
throughout this paper, our goal will be the construction of a reduced-order system

Σ̂ :

{
x̂(k + 1) = Âx̂(k) + N̂ (Im ⊗ x̂(k))u(k) + B̂u(k),

ŷ(k) = Ĉx̂(k), x̂(0) = x̂0,
(2)

with Â ∈ R
n̂×n̂, N̂ = [N̂1, . . . , N̂m] ∈ R

n̂×n̂m, B̂ ∈ R
n̂×m, Ĉ ∈ R

p×n̂, u(k) ∈ R
m, ŷ(k) ∈ R

p, ŷ ≈ y and n̂≪ n.

For simplicity, we impose a zero initial condition on the system, i.e. x0 = 0. Generalizations to x0 6= 0 can
be obtained analogously. Throughout the paper we will denote Ñ = [NT

1 , . . . , NT
m].

We proceed as follows. In Section 2, we derive an explicit solution formula for discrete-time bilinear
systems. Based on this expression, we show that a multivariate Z-transform allows an input-output char-
acterization via some generalized transfer functions known from the continuous-time case. In Section 3, we
provide an interpolation-based model reduction method that tangentially approximates the transfer func-
tions of the original system. Based on the definition of the H2-norm for bilinear systems, we will discuss
the choice of optimal interpolation points together with tangential directions. A possible discretization of
continuous-time bilinear systems follows in Section 5. We compare the performance of the new approach
with the method of balanced truncation in Section 6 and conclude with a summary and possible topics of
future studies in Section 7.

2 Discrete-Time Bilinear Systems

Recall that the solution of a continuous-time bilinear system is given by a Volterra series which can be
obtained by the method of successive approximations. The following lemma, initially stated in [22], provides
an analogue discrete-time solution formula. For the sake of completeness, we provide a proof in compact
notation using the Kronecker product formalism.

Lemma 2.1. The solution of a discrete-time bilinear control system Σ can be expressed as

x(k) =

k∑

p=1

wp(k),

with

wp(k) =

k−1∑

ip=p−1

ip−1∑

ip−1=p−2

. . .

i2−1∑

i1=0

Ak−ip−1N
(
Im ⊗Aip−ip−1−1N

)
· · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

p−2

⊗Ai3−i2−1N





Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

p−1

⊗Ai2−i1−1B


u(ip)⊗ · · · ⊗ u(i1)

Proof. First of all, note the identity

w1(k + 1) =

k∑

i1=0

Ak−i1Bu(i1) =

k−1∑

i1=0

Ak−i1Bu(i1) +Bu(k) = A

k−1∑

i1=0

Ak−i1−1Bu(i1) +Bu(k)

= Aw1(k) +Bu(k) .
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For 1 < p < k + 1 we thus obtain

wp(k + 1) =

k∑

ip=p−1

ip−1∑

ip−1=p−2

· · ·

i2−1∑

i1=0

Ak−ipN
(
Im ⊗Aip−ip−1−1N

)
· · ·
(
Im ⊗ · · · ⊗ Im ⊗Ai3−i2−1N

)

(
Im ⊗ · · · ⊗ Im ⊗Ai2−i1−1B

)
u(ip)⊗ · · · ⊗ u(i1)

=

k−1∑

ip=p−1

ip−1∑

ip−1=p−2

· · ·

i2−1∑

i1=0

Ak−ipN
(
Im ⊗Aip−ip−1−1N

)
· · ·
(
Im ⊗ · · · ⊗ Im ⊗Ai3−i2−1N

)

(
Im ⊗ · · · Im ⊗Ai2−i1−1B

)
u(ip)⊗ · · · ⊗ u(i1)

+

k−1∑

ip−1=p−2

· · ·

i2−1∑

i1=0

Ak−kN
(
Im ⊗Ak−ip−1−1N

)
· · ·
(
Im ⊗ · · · ⊗ Im ⊗Ai3−i2−1N

)

(
Im ⊗ · · · ⊗ Im ⊗Ai2−i1−1B

)
(Im ⊗ u(ip−1)⊗ · · · ⊗ u(i1))u(k)

=Awp(k) +N (Im ⊗ wp−1(k))u(k),

wk+1(k + 1) =

k∑

ik+1=k

ik+1−1∑

ik=k−1

· · ·

i2−1∑

i1=0

Ak+1−ik+1−1N
(
Im ⊗Aik+1−ik−1N

)
· · ·
(
Im ⊗ · · · ⊗ Im ⊗Ai3−i2−1N

)

(
Im ⊗ · · · ⊗ Im ⊗Ai2−i1−1B

)
u(ik+1)⊗ u(ik)⊗ · · · ⊗ u(i1)

=N (Im ⊗N) · · · (Im ⊗ · · · ⊗ Im ⊗N) (Im ⊗ · · · ⊗ Im ⊗B) (Im ⊗ u(ik)⊗ · · · ⊗ u(i1))u(ik+1)

=N (Im ⊗ wk(k))u(k)

We can now prove the statement by induction over k. For the first two cases, we end up with

x(1) = Ax(0) +N (Im ⊗ x(0))u(0) +Bu(0) = Bu(0) = w1(1)

x(2) = Ax(1) +N (Im ⊗ x(1))u(1) +Bu(1) = Aw1(1) + w2(2) +Bu(1) = w1(2) + w2(2) .

Next, let us assume that we have

x(k) =

k∑

p=1

wp(k).
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Making use of the properties shown above, we obtain

x(k + 1) = Ax(k) +N (Im ⊗ x(k))u(k) +Bu(k)

= A

(
k∑

p=1

wp(k)

)
+N

(
Im ⊗

k∑

p=1

wp(k)

)
u(k) +Bu(k)

= Aw1(k) +Bu(k) +

k∑

p=2

Awp(k) +

k−1∑

p=1

N (Im ⊗ wp(k))u(k) +N (Im ⊗ wk(k))u(k)

= Aw1(k) +Bu(k)︸ ︷︷ ︸
w1(k+1)

+

k∑

p=2

(
Awp(k) +N (Im ⊗ wp−1(k))u(k)

)
︸ ︷︷ ︸

wp(k+1)

+N (Im ⊗ wk(k))u(k)︸ ︷︷ ︸
wk+1(k+1)

=

k+1∑

p=1

wp(k + 1).

Now that we have found an expression for the solution of a discrete-time bilinear system, we know that the
corresponding output at time point k is given by

y(k) =

k∑

p=1

k−1∑

ip=p−1

ip−1∑

ip−1=p−2

. . .

i2−1∑

i1=0

CAk−ip−1N
(
Im ⊗Aip−ip−1−1N

)
· · ·
(
Im ⊗ · · · ⊗ Im ⊗Ai3−i2−1N

)

(
Im ⊗ · · · ⊗ Im ⊗Ai2−i1−1B

)
u(ip)⊗ · · · ⊗ u(i1). (3)

Note the close connection to the theory of continuous-time systems. Here, the system can be analyzed
by means of the Volterra series of a bilinear system. A multivariate Laplace transform of the nonlinear
kernels corresponding to this series representation leads to generalized transfer functions that pave the way
for Krylov-based reduction techniques. For a more detailed analysis of the continuous-time case, we refer to
[3, 6, 9, 18]. Having said this, it seems reasonable to derive discrete-time transfer functions that characterize
the input-output behavior in the frequency domain. For this, we perform the following change of variables:

jp := k − ip, jr = ir+1 − ir, r < p.

Thus, expression (3) can be rewritten as

y(k) =

k∑

p=1

k−p+1∑

jp=1

k−jp−p+2∑

jp−1=1

. . .

k−jp−...−j2∑

j1=1

CAjp−1N
(
Im ⊗Ajp−1−1N

)
· · ·
(
Im ⊗ · · · ⊗ Im ⊗Aj2−1N

) (
Im ⊗ · · · ⊗ Im ⊗Aj1−1B

)
︸ ︷︷ ︸

hreg(j1,...,jp)

u(k − jp)⊗ · · · ⊗ u(k − jp − . . .− j1),

where the term hreg(j1,...,jp) is called degree-p kernel. Finally, a multivariate Z-transform of the degree-p
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kernel can be interpreted as the p-th transfer function of the corresponding bilinear system:

H(z1, . . . , zp) =

∞∑

jp=1

∞∑

jp−1=1

· · ·

∞∑

j1=1

CAjp−1N
(
Im ⊗Ajp−1−1N

)
· · ·
(
Im ⊗ · · · ⊗ Im ⊗Aj2−1N

)

(
Im ⊗ · · · ⊗ Im ⊗Aj1−1B

)
z
−j1
1 · · · z−jp

p

=
∞∑

jp=0

∞∑

jp−1=0

. . .

∞∑

j1=0

Cz−1
p (z−1

p A)jpN
(
Im ⊗ z−1

p−1(z
−1
p−1A)

jp−1N
)
· · ·

(
Im ⊗ · · · ⊗ Im ⊗ z−1

2 (z−1
2 A)j2N

) (
Im ⊗ · · · ⊗ Im ⊗ z−1

1 (z−1
1 A)j1B

)

= Cz−1
p (I − z−1

p A)−1N
(
Im ⊗ z−1

p−1(I − z−1
p−1A)

−1N
)
· · ·

(
Im ⊗ · · · ⊗ Im ⊗ z−1

2 (I − z−1
2 A)−1N

) (
Im ⊗ · · · ⊗ Im ⊗ z−1

1 (I − z−1
1 A)−1B

)

= C(zpI −A)−1N
(
Im ⊗ (zp−1I −A)−1N

)
· · ·
(
Im ⊗ · · · ⊗ Im ⊗ (z2I −A)−1N

)
(
Im ⊗ · · · ⊗ Im ⊗ (z1I −A)−1B

)
.

3 Generalized Tangential Interpolation

Based on the derivation in the previous section, we can now proceed similarly to the continuous-time case.
As has been shown in e.g. [3, 6, 18], one might match so-called multimoments around a specified frequency,
i.e. values and derivatives of the transfer functions at these points. More generally, we consider the concept
of tangential interpolation of a fixed number r of bilinear transfer functions by a smaller system Σ̂ at a set
of prescribed complex points S = {σ1, . . . , σq} together with left and right tangential directions {l1, . . . , lq}
and {r1, . . . , rq, } respectively. This will be an essential tool to investigate the H2-model order reduction in
the next section.

Formally, we are heading for

Hk(s1, . . . , sk−1, σj)rj = Ĥk(s1, . . . , sk−1, σj)rj , k = 1, . . . , r, si ∈ S, (4)

ljHk(σj , s2, . . . , sk) = ljĤk(σj , s2, . . . , sk), k = 1, . . . , r, si ∈ S , (5)

which can be achieved by a series of specific rational Krylov subspaces as stated in the following theorem.

Theorem 3.1. Given a bilinear system as in (1), let the ranges of V and W contain the union of the column
spaces of

V1 =
[
(σ1I −A)−1Br1, . . . , (σqI −A)−1Brq

]
,

Vk =
[
(σ1I −A)−1N (Im ⊗ Vk−1) , . . . , (σqI −A)−1N (Im ⊗ Vk−1)

]
, k = 2, . . . , r,

and

W1 =
[
(σ1I −AT )−1CT l1, . . . , (σqI −AT )−1CT lq

]
,

Wk =
[
(σ1I −AT )−1Ñ (Im ⊗Wk−1) , . . . , (σqI −AT )−1Ñ (Im ⊗Wk−1)

]
, k = 2, . . . , r,

respectively. Then the reduced system Σ̂ arising from an oblique projection P = V Z, with Z = (WTV )−1WT ,
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i.e., Â = ZAV, N̂ = ZN (Im ⊗ V ) , B̂ = ZB, C = CV , satisfies

Hk(s1, . . . , sk−1, σj)rj = Ĥk(s1, . . . , sk−1, σj)rj , 1 ≤ k ≤ r, (6)

l∗jHk(σj , s2, . . . , sk) = l∗j Ĥk(σj , s2, . . . , sk), 1 ≤ k ≤ r, (7)

l∗iHk(σi, s2, . . . , sk−1, σj)rj = l∗i Ĥk(σi, s2, . . . , sk−1, σj)rj , r < k ≤ 2r, (8)

l∗i
∂

∂sℓ
Hk(σi, s2, . . . , sk−1, σj)rj = l∗i

∂

∂sℓ
Ĥk(σi, s2, . . . , sk−1, σj)rj , 1 ≤ k ≤ r, 1 ≤ ℓ ≤ k, (9)

l∗i
∂

∂sℓ
Hk(σi, s2, . . . , sk−1, σj)rj = l∗i

∂

∂sℓ
Ĥk(σi, s2, . . . , sk−1, σj)rj , r < k ≤ 2r − 1, k − r < ℓ ≤ r, (10)

for all si ∈ S.

Proof. W.l.o.g. let us consider the case si = σ for all 2 ≤ i ≤ k − 1. First of all, note that we have

V (σI − Â)−1N̂ · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k

⊗(σjI − Â)−1B̂rj




= (σI −A)−1N · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k

⊗(σjI −A)−1Brj


 ,

for k ≤ r. This can be shown via induction with respect to k. For k = 1, the result is known from the linear
case. Hence, let us assume equality for k. Recall the fact that V Z is a projector onto

V ⊃ (σI −A)
−1

N · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k

⊗(σjI −A)−1Brj




and hence

V Z (σI −A)
−1

N · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k

⊗(σjI −A)−1Brj




= (σI −A)
−1

N · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k

⊗(σjI −A)−1Brj


 ,

for k ≤ r. Hence, we then obtain

V (σI − Â)−1N̂
(
Im ⊗ (σI − Â)−1N̂

)
· · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k+1

⊗(σjI − Â)−1B̂rj




=V (σI − Â)−1N̂



Im ⊗


(σI − Â)−1N̂ · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k

⊗(σjI − Â)−1B̂rj








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=V (σI − Â)−1ZN(Im ⊗ V )



Im ⊗


(σI − Â)−1N̂ · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k

⊗(σjI − Â)−1B̂rj









=V (σI − Â)−1ZN



Im ⊗


V (σI − Â)−1N̂ · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k

⊗(σjI − Â)−1B̂rj









=V (σI − Â)−1ZN



Im ⊗


(σI −A)−1N · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k

⊗(σjI −A)−1Brj









=V (σI − Â)−1ZN
(
Im ⊗ (σI −A)−1N

)
· · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k+1

⊗(σjI −A)−1Brj




=V (Z(σI −A)V )
−1

ZN
(
Im ⊗ (σI −A)−1N

)
· · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k+1

⊗(σjI −A)−1Brj




=V (Z(σI −A)V )
−1

Z(σI −A)(σI −A)−1N
(
Im ⊗ (σI −A)−1N

)
· · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k+1

⊗(σjI −A)−1Brj




=V (Z(σI −A)V )
−1

Z(σI −A)V Z(σI −A)−1N
(
Im ⊗ (σI −A)−1N

)
· · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k+1

⊗(σjI −A)−1Brj




=(σI −A)−1N
(
Im ⊗ (σI −A)−1N

)
· · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k+1

⊗(σjI −A)−1Brj


 .

Here, the last identity is due to the construction of V and the fact that P = V Z is a projection. A similar
argumentation leads to

l∗j Ĉ(σjI − Â)−1N̂ · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k

⊗(σI − Â)−1Z


 = l∗jC(σjI −A)−1N · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k

⊗(σI −A)−1


 ,

for k ≤ r. Hence, we have shown assertions (6) and (7), respectively. For equation (8), note that it holds

Hk+f (σ, . . . , σ) =C(σI −A)−1N · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k−1

⊗(σI −A)−1N


×


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k


⊗


(σI −A)−1N · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

f−1

⊗(σI −A)−1B





 .

Thus, a combination of the equalities shown before together with the fact that ZV = I again yields the
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desired result. Finally, the first derivative of the k-th transfer function can be rewritten as follows:

∂

∂ℓj
Hk(σ, . . . , σ)

=− C(σI −A)−1N · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

j−1

⊗(σI −A)−2N


 · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k

⊗(σI −A)−1B




=− C(σI −A)−1N · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

j−1

⊗(σI −A)−1


×


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

j−1

⊗(σI −A)−1N


 · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k

⊗(σI −A)−1B




=− C(σI −A)−1N · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

j−1

⊗(σI −A)−1


×


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

j−1


⊗


(σI −A)−1N · · ·


Im ⊗ · · · ⊗ Im︸ ︷︷ ︸

k−j

⊗(σI −A)−1B





 .

For k ≤ r, we now again can make use of the identities shown in the beginning of the proof, readily justifying
(9). Finally, for k > r, the combination that creates the term (σI − A)−2 can only be achieved when this
term appears sufficiently centered, explaining the restriction for ℓ in (10).

4 H2-Norm for Bilinear Systems

Obviously, the choice of the interpolation points as well as the tangential directions will play a crucial role in
the construction of a reduced order model. For linear systems, Gugercin et al. and Bunse-Gerstner et al. have
shown in [12] and [8], respectively, that a reduced model has to interpolate the values and first derivatives of
the original transfer function at the reciprocals of its own eigenvalues in order to solve an H2-model reduction
problem. An iterative rational Krylov algorithm (IRKA/MIRIAm) has proven to be an efficient and easily
implementable tool to construct Σ̂. In order to provide a similar method for bilinear systems, we first have
to define a reasonable generalization of the common H2-norm for linear systems. While this has been done
for the continuous-time case in [21], we present the following adaption for discrete-time systems.

Definition 4.1. Let Σ be a discrete-time bilinear systems and let Hj denote its generalized j-th transfer
function. Then we define

‖Σ‖2H2
= tr




∞∑

k=1

∫ 2π

0

· · ·

∫ 2π

0

1

(2π)k
Hk(eiθ1 , . . . , eiθk)

(
Hk(e

iθ1 , . . . , eiθk)
)T

dθ1 . . . dθk

︸ ︷︷ ︸
J2
k




.

Under the assumption of convergence of the above series, we can make use of linearity as well as commu-
tativity of the trace functional. Moreover, the fact that tr (A) = tr

(
AT
)
shows that each summand defines

an inner product 〈A,B〉 = tr (A∗B) , showing the norm properties of our definition. Since for N = 0, the
above definition coincides with the linear H2-norm, this may be a reasonable generalization. Similar to the
linear case, the norm can alternatively be computed by the solution of a generalized Stein equation. For this,
recall the following identity from e.g. [11]:

1

2π

∫ 2π

0

(
e−iθI −A

)−1
X
(
eiθI −AT

)−1
dθ =

∞∑

j=0

AjX(AT )j (11)
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Throughout the rest of this section, we want to assume that the generalized reachability gramian P and
observability gramian Q associated with a stable bilinear system exist. As has been discussed in [21], this is
equivalent to the possibility of computing the solutions of the generalized Stein equations

APAT − P +N (Im ⊗ P )NT +BBT = 0, (12)

ATQA−Q+ Ñ (Im ⊗Q) ÑT + CTC = 0 (13)

as the limit of a series of linear Stein equations

AP1A
T − P1 +BBT = 0,

ATQ1A−Q1 + CTC = 0,

APjA
T − Pj +N (Im ⊗ Pj−1)N

T = 0,

ATQjA−Qj + Ñ (Im ⊗Qj−1) Ñ
T = 0,

with P =
∑∞

j=1 Pj and Q =
∑∞

j=1 Qj .

Lemma 4.1. Let P and Q be the solutions of the generalized Stein equations (12) and (13), respectively.
Then the H2-norm of Σ can be computed as

‖Σ‖2H2
= tr

(
CPCT

)
= tr

(
BTQB

)
.

Proof. Due to reason of similarity, we only prove the assertion for the reachability gramian P. First of all,
note that alternatively show J2

k = CPkC
T . For k = 1, the result is known from linear system theory, see, e.g.

[12]. Hence, let us start with k = 2. We have

−AP2A
T + P2 −N (Im ⊗ P1)N

T = 0

−
(
e−iθ2I −A

)−1
AP2A

T
(
eiθ2I −AT

)−1
+
(
e−iθ2I −A

)−1
P2

(
eiθ2I −AT

)−1

=
(
e−iθ2I −A

)−1
N (Im ⊗ P1)N

T
(
eiθ2I −AT

)−1

−
1

2π

∫ 2π

0

(
e−iθ2I −A

)−1
AP2A

T
(
eiθ2I −AT

)−1
+

1

2π

∫ 2π

0

(
e−iθ2I −A

)−1
P2

(
eiθ2I −AT

)−1

=
1

2π

∫ 2π

0

(
e−iθ2I −A

)−1
N (Im ⊗ P1)N

T
(
eiθ2I −AT

)−1
.

From (11) we now can conclude

−

∞∑

j=0

AjAP2A
T (AT )j +

∞∑

j=0

AjP2(A
T )j =

1

2π

∫ 2π

0

(
e−iθ2I −A

)−1
N (Im ⊗ P1)N

T
(
eiθ2I −AT

)−1
dθ2

P2 =
1

(2π)2

∫ 2π

0

∫ 2π

0

(
e−iθ2I −A

)−1
N
(
Im ⊗

(
e−iθ1 −A

)−1
BBT

(
eiθ1 −AT

)−1
)
NT

(
eiθ2I −AT

)−1
dθ1dθ2

CP2C
T =

1

(2π)2

∫ 2π

0

∫ 2π

0

H2(e
−iθ1 , e−iθ2)

(
H2(e

iθ1 , eiθ2)
)T

dθ1dθ2 = J2
2

Obviously, for higher order subsystems the assumption can be proven with exactly the same arguments.

An alternative formula, which is more of theoretical value, is given in the following lemma.

Lemma 4.2. Let Σ be a MIMO bilinear system and let σ(A) = {λ1, . . . , λn} denote the spectrum of the
system matrix A. Then the H2-norm of Σ can be computed as follows.

‖Σ‖2H2
= tr

(
∞∑

k=1

n∑

ℓ1=1

· · ·

n∑

ℓk=1

Φℓ1,...,ℓk

λℓ1 · · ·λℓk

(
Hk

(
1

λℓ1

, . . . ,
1

λℓk

))T
)
,

9



where
Φℓ1,...,ℓk = lim

sj→λℓj

Hk (s1, . . . , sk) (s1 − λℓ1) · · · (sk − λℓk)

denotes a generalized residue associated with the k-th transfer function.

Proof. First, note that

‖Σ‖2H2
= tr

(
∞∑

k=1

∫ 2π

0

· · ·

∫ 2π

0

1

(2π)k
Hk(eiθ1 , . . . , eiθk)

(
Hk(e

iθ1 , . . . , eiθk)
)T

dθ1 . . . dθk

)

= tr

(
∞∑

k=1

∫ 2π

0

· · ·

∫ 2π

0

1

(2π)k
Hk(e

−iθ1 , . . . , e−iθk)
(
Hk(e

iθ1 , . . . , eiθk)
)T

dθ1 . . . dθk

)

Introduce new variables

sj = eiθj ⇒ dθj =
dsj

i sj
.

We then have

‖Σ‖2H2
= tr

(
∞∑

k=1

∫ 2π

0

· · ·

∫ 2π

0

1

(2πi)k
1

s1 · · · sk
Hk(

1

s1
, . . . ,

1

sk
) (Hk(s1, . . . , sk))

T
ds1 . . . dsk

)
.

The residue theorem applied to each of the above integrals together with the fact that tr (AB) = tr (BA)
and tr (A+B) = tr (A) + tr (B) shows the assumption.

A straightforward consideration yields an error expression between the reduced and the original system.

Corollary 4.1. Let Σ and Σ̂ denote the original and a reduced bilinear system, respectively. Then the
H2-norm of the error system Σ− Σ̂ is given as

‖Σ− Σ̂‖2H2
=tr

(
∞∑

k=1

n∑

ℓ1=1

· · ·
n∑

ℓk=1

Φℓ1,...,ℓk

λℓ1 · · ·λℓk

(
Hk(

1

λℓ1

, . . . ,
1

λℓk

)− Ĥk(
1

λℓ1

, . . . ,
1

λℓk

)

)T
)

+ tr




∞∑

k=1

n̂∑

ℓ̂1=1

· · ·

n̂∑

ℓ̂k=1

Φ
λ̂
ℓ̂1

,...,λ̂
ℓ̂k

λ̂
ℓ̂1
· · · λ̂

ℓ̂k

(
Ĥk(

1

λ̂
ℓ̂1

, . . . ,
1

λ̂
ℓ̂k

)−Hk(
1

λ̂
ℓ̂1

, . . . ,
1

λ̂
ℓ̂k

)

)T

 .

Besides the commonly used method of comparing outputs of the original and the reduced system in the
time domain, the above results allow to judge the approximation quality in terms of the relative H2-error.
Note that, analogue to linear system theory, the error is due to the mismatch of the transfer functions at
the reciprocals of the original system poles and the reduced system poles. Although we have not obtained
H2-optimality conditions for the bilinear case so far, we expect the reduced system poles to be connected
to the optimal interpolation points. Unfortunately, an iterative construction based on Theorem 3.1 would
increase the reduced system dimension in each step. For this reason, we propose to perform a truncated SVD
of the obtained projection matrices V and W and to continue the iteration afterwards, see Algorithm 1.
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Algorithm 1 Bilinear Iterative Rational Krylov Algorithm (Bilinear-IRKA)

Require: A, N , B, C, r, q
Ensure: Â, N̂ , B̂, Ĉ
1: Make an initial selection {σ1, . . . , σq} with tangential directions R = [r1, . . . , rq] and L = [l1, . . . , lq].
2: while (change in σi > ǫ) do
3: Compute V = [V1, . . . , Vr] and W = [W1, . . . ,Wr] ∈ R

n×(q+···+qr) as in Theorem 3.1.
4: Compute truncated SVD Vq and Wq of V and W.

5: Â = (WT
q Vq)

−1WT
q AVq, B̂ = (WT

q Vq)
−1WT

q B, Ĉ = CVq.

6: Compute the eigenvalue decomposition Â = Q · Λ ·Q−1.

7: Set σi ←
1

λi(Â)
, L = ĈQ, R = B̂∗Q−∗.

8: end while

9: N̂ = (WT
q Vq)

−1WT
q NVq, B̂ = (WT

q Vq)
−1WT

q B, Ĉ = CVq.

5 Discretization of Bilinear Systems

Due to the lack of large-scale discrete-time test examples in the open literature, we will later on generate
several artificial examples out of continuous-time bilinear systems. Hence, let us now briefly focus on a given
continuous-time bilinear system which we want to transform into its discrete-time counterpart. For this, we
consider the system

Σc :

{
x(t) = Acx(t) +Nc (Im ⊗ x(t))u(t) +Bcu(t),

y(t) = Ccx(t), x(0) = x0,

where the dimensions of the system matrices are identical to the setting in (1). The subscript c will denote
the continuous character of the equation. While in the linear case one can make use of the Tustin transform to
create a discrete-time system which additionally preserves the stability properties of the continuous system,
the situation becomes more complicated for bilinear models. For a more detailed overview on this topic, the
reader is referred to [10, 20]. Since the main focus of this paper is directed to the problem of model order
reduction, we will be content with a semi-implicit Euler discretization of the above system, i.e. the discrete
matrices will be constructed according to

A = (I − hAc)
−1, N = h(I − hAc)

−1Nc, B = h(I − hAc)
−1Bc, C = Cc,

where h denotes a sampling parameter. Since for large-scale matrices the explicit computation of the inverse
of (I−hA) might cause severe problems, we will briefly show how the discretization technique can be directly
incorporated in the construction of the projection matrices V and W. Let us exemplarily concentrate on V1.

For each interpolation point σi in S, we have to compute

(σiI −A)
−1

Bbi =
(
σiI − (I − hAc)

−1
)−1

h(I − hAc)
−1Bcbi

= h
[
(I − hAc)

(
σiI − (I − hAc)

−1
)]−1

Bcbi

= h [σiI − hσiAc − I]
−1

Bcbi

= h [σi(I − hAc)− I]
−1

Bcbi.

It evidently follows that (σiI −A)
−1

N (Im ⊗ Vk) = h [σi(I − hAc)− I]
−1

Nc (Im ⊗ Vk) , indicating that we
only have to solve systems of linear equations specified by the original continuous-time matrices.

6 Numerical Examples

We implemented the rational interpolation approach for bilinear discrete-time systems as MATLAB R© func-
tion, tested it for several examples and compared it with the method of balanced truncation for bilinear
systems. In each case, we stuck to an approximation of the first two transfer functions, i.e. we chose r = 2
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in Algorithm 1. Additionally, we compared our results with the randomly chosen interpolation points and
tangential directions, respectively, used for the initialization of the algorithm. The following subsections show
the results we obtained on an Intel R© CoreTMi7 CPU 920, 8 MB cache, 12 GB RAM, openSUSE Linux 11.1
(x86 64).

6.1 Hinamoto and Maekawa

The first example we want to study was introduced by Hinamoto and Maekawa ([13]) and was used as a
numerical test example in [22]. Even though the original model is only of dimension 5 and obviously far
away from being large-scale, we will compare our results (denoted by “B-IRKA”) with those presented in
[22] obtained by balanced truncation (BT) since other detailed discussions on discrete-time bilinear systems
do not exist to the authors’ knowledge. The system matrices are as follows

A =




0 0 0.024 0 0
1 0 −0.26 0 0
0 1 0.9 0 0
0 0 0.2 0 −0.06
0 0 0.15 1 0.5



, B =




0.8
0.6
0.4
0.2
0.5



, CT =




0.2
0.4
0.6
0.8
1.0



, N = diag(0.1, 0.2, 0.3, 0.4, 0.5).

We successively reduced the model to systems of dimension 1, 2, 3 and 4 respectively. Figure 1 displays the
particular response to a unit step input and the relative H2-error for each of the systems. As a matter of
fact, the interpolation framework can compete with the results achieved by balanced truncation.
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Figure 1: Transient response of Hinamoto model to a unit step input and relative H2-error for balanced
truncation and B-IRKA.

12



6.2 A Heat Transfer Model

The second application is a boundary controlled heat transfer system which has already been used for bilinear
model reduction purposes several times, see e.g. [4, 6]. Here, the bilinear structure is due to mixed Dirichlet
and Robin boundary conditions imposed on a single side of a square plate. In [5], the authors have shown
that these conditions are met by e.g. spraying intensities of a cooling fluid which can be regulated. Since the
process initially is modeled by a partial differential equation, the problem is spatially discretized by finite
differences on a k × k grid, followed by the semi-implicit Euler method (h = 0.005) discussed in Section 5.
Figure 2 shows the relative H2-error for k = 15 (hence, n = 225) and varying dimensions of the reduced
order model, r = 1, . . . , 13. Here, we have used boundary control for the left and the lower boundary. Even
though the error decreases faster in case of balanced truncation, the performance of B-IRKA is surprisingly
well and certainly outperforms the random initial data. Moreover, the transient response of the system,
which was chosen to be the average temperature, is faithfully approximated by the reduced system. Note
that the only moderate size of the original system is due to the high complexity of the method of balanced
truncation. In Figure 3 we refined the grid, using k = 500 (hence, n = 250500), making it impracticable
to reduce the system by balanced truncation. However, it should be mentioned that we had some problems
with the convergence of the algorithm. This explains also the missing values for some system dimensions in
Figure 2.
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Figure 2: Relative error of heat transfer model (n = 225) to an input u(t) = (cos(πt), cos(2πt))T and relative
H2-error for balanced truncation, B-IRKA and randomly chosen initial points.
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Figure 3: Transient response and relative error of heat transfer model (n = 250500) to an input u(t) =
(cos(πt), cos(2πt))T for B-IRKA and randomly chosen initial points.
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6.3 A Nonlinear RC Circuit

The last example is an electrical circuit equipped with nonlinear resistors which is approximated by an aug-
mented bilinear system by help of Carleman bilinearization. In the context of bilinear reduction techniques,
this has been proven to be the most common test example and a more detailed explanation of this proce-
dure can be found e.g. in [3]. A discrete-time system again was designed by the semi-implicit Euler method
(h = 0.01). As shown in Figure 4, we only compared the new algorithm with its random initial data. Here,
we have used a total of 100 resistors, leading to a large-scale bilinearized system of dimension n = 10100,
which could not be reduced by balanced truncation.
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Figure 4: Transient response and relative error of bilinearized RC circuit for an input u(t) = 1
2

(
cos
(
πt
5

)
+ 1
)

B-IRKA and randomly chosen initial points.

7 Conclusions

In this paper, we have discussed an interpolation-based reduction approach for discrete-time bilinear control
systems. Based on an explicit solution formula for multiple-input and multiple-output systems, we generalized
the concepts of bilinear transfer functions known from the continuous-time case. This was achieved by
multivariate Z-transforms and opened up the possibility of a generalized tangential interpolation method.
Moreover, we have generalized the H2-norm for bilinear systems. Although we did not compute optimality
conditions, we provided a new error expression explaining the norm of the error system. This lead to the
idea of generalizing the iterative rational Krylov algorithm (IRKA/MIRIAm) for bilinear systems. As has
been shown in our examples, we could improve the approximation quality for the approach of generalized
tangential interpolation. Moreover, the fact that this method can be implemented efficiently, resulted in
the possibility of reducing very large-scale bilinear systems which could not be handled by the method of
balanced truncation. However, deriving first order H2-optimality conditions should be further studied in
order to improve results.
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