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#### Abstract

In this article, we motivate, derive and test effective preconditioners to be used with the Minres algorithm for solving a number of saddle point systems, which arise in PDE constrained optimization problems. We consider the distributed control problem involving the heat equation with two different functionals, and the Neumann boundary control problem involving Poisson's equation and the heat equation. Crucial to the effectiveness of our preconditioners in each case is an effective approximation of the Schur complement of the matrix system. In each case, we state the problem being solved, propose the preconditioning approach, prove relevant eigenvalue bounds, and provide numerical results which demonstrate that our solvers are effective for a wide range of regularization parameter values, as well as mesh sizes and time-steps.


AMS subject classifications. Primary 65F10, 65N22, 65F50; Secondary 76D07
Key words. PDE constrained optimization, Saddle point systems, Time-dependent PDE constrained optimization, Preconditioning, Krylov subspace solver

1. Introduction. The development of fast iterative solvers for saddle point problems from a variety of applications is a subject of considerable attention in numerical analysis $[8,29,39,10]$. As such problems become more complex, a natural objective in creating efficient solvers is to ensure that the computation time taken by the solver grows as close to linearly as possible with the mesh parameter of the discretized problem. In more detail, it is desirable that if the problem size doubles due to refinement of the mesh, then the computation time roughly doubles as well.

Recently, due to the development of efficient algorithms and increased computing power the solution of optimal control problems with PDE constraints has become an increasingly active field $[38,17,18]$. The goal is to find efficient methods that solve the discretized problem, with the objective in mind to create preconditioners that again scale linearly with decreasing mesh size. The interested reader is referred to $[31,14,25,27,33]$ and the references mentioned therein for steady (time-independent) problems and to $[35,36,24,34,3]$ for unsteady (time-dependent) problems. There are also multigrid [13] approaches to both time-dependent and time-independent optimal control problems [15, 16, 37, 5].

Often, designing solvers that are insensitive to the mesh size is found to compromise the performance of the solver for small values of the regularization parameter inherent in PDE constrained optimization problems, unless the approximation of the Schur complement of the matrix system is chosen carefully. Therefore, recently research has gone into developing preconditioners which are insensitive to the regularization as well as the mesh size; see $[22,31]$ for instance for such solvers for the Poisson control problem.

Here, we consider whether it is possible to build solvers for the time-dependent analogue of this problem, that is the optimal control of the heat equation. We consider the distributed control problem and attempt to minimize two different functionals that

[^0]are commonly used in the literature [38]. We also investigate solvers for the boundary control problem, first in the time-independent Poisson control case, and then in the time-dependent heat equation control case.

This paper is structured as follows. In Section 2, we outline some pre-requisite saddle point theory, state the problems that we consider the iterative solution of, and describe a solver for the distributed Poisson control problem (originally detailed in [22]), that we base our methods on. In Section 3, we motivate and derive the preconditioners that we apply for the problems stated, proving relevant eigenvalue bounds of the preconditioned Schur complements of the matrix systems when our recommended approximations are used. In Section 4, we provide numerical results for a variety of test problems to demonstrate the effectiveness of our approaches, and in Section 5 we make some concluding remarks.
2. Problems and Discretization. This Section is structured as follows. In Section 2.1, we briefly detail elements of saddle point theory that we utilize throughout the remainder of this paper. In Section 2.2, we describe work that has been undertaken on the (time-independent) distributed Poisson control problem, and state the formulations of the time-dependent problem that we consider. In Section 2.3, we describe the time-independent and time-dependent Neumann boundary control problems we consider in this paper.
2.1. Saddle Point Theory. The problems we consider in this paper are all of saddle point structure, i.e. of the form

$$
\underbrace{\left[\begin{array}{cc}
A & B^{T}  \tag{2.1}\\
B & 0
\end{array}\right]}_{\mathcal{A}}\left[\begin{array}{l}
\mathbf{x}_{1} \\
\mathbf{x}_{2}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{b}_{1} \\
\mathbf{b}_{2}
\end{array}\right]
$$

where $A \in \mathbb{R}^{m \times m}$ is symmetric and positive definite or semi-definite, and $B \in \mathbb{R}^{p \times m}$, with $m \geq p$. The properties and solution methods for such systems have been an active field of research for two decades. State-of-the-art numerical methods for solving saddle point problems can be found in $[2,8]$ and the references mentioned therein.

Throughout this paper, we consider block diagonal preconditioners for such saddle point systems of the form

$$
\mathcal{P}=\left[\begin{array}{cc}
\widehat{A} & 0 \\
0 & \widehat{S}
\end{array}\right]
$$

which is symmetric and positive definite. To apply this preconditioner, we therefore require a good approximation $\widehat{A}$ to the $(1,1)$-block of the matrix system, $A$, and $\widehat{S}$ as an approximation to the Schur complement, $S:=B A^{-1} B^{T}$. Note that in general we are only interested in the application of $\widehat{A}^{-1}$ and $\widehat{S}^{-1}$, which allows the use of multigrid [13] or algebraic multigrid (AMG) [28, 9] methods for example.

Such a preconditioner is known to be effective because the spectrum of the matrix $\mathcal{P}^{-1} \mathcal{A}$ is given by

$$
\lambda\left(\mathcal{P}^{-1} \mathcal{A}\right)=\left\{1, \frac{1}{2}(1 \pm \sqrt{5})\right\}
$$

provided $\mathcal{P}^{-1} \mathcal{A}$ is nonsingular, when $\widehat{A}=A$, and $\widehat{S}=S$ (see [20] for details). In this case, an appropriate Krylov subspace method applied to the system (2.1) will
converge in 3 iterations with this preconditioner. Throughout the remainder of this paper, we apply the Minres algorithm of Paige and Saunders [21] to saddle point systems of the form $\mathcal{A}$, with preconditioner $\mathcal{P}$ as in (2.2).

Note that many other preconditioners are possible such as block triangular preconditioners $[20,6,26,32]$ or constraint preconditioners [7, 19, 41]. These usually have to be combined with different iterative solvers, either symmetric ones $[6,12]$ or non-symmetric ones such as Gmres [30].
2.2. Distributed Control Problems. One of the most common problems employed in PDE constrained optimization for the study of numerical techniques is the distributed Poisson control problem with Dirichlet boundary conditions [38]. This is written as

$$
\begin{array}{cc}
\min _{y, u} & \frac{1}{2}\|y-\bar{y}\|_{L_{2}(\Omega)}^{2}+\frac{\beta}{2}\|u\|_{L_{2}(\Omega)}^{2},  \tag{2.2}\\
\text { s.t } \quad-\nabla^{2} y=u, \quad \text { in } \Omega, \\
& y=f, \quad \text { on } \partial \Omega,
\end{array}
$$

where $y$ is referred to as the state variable with $\bar{y}$ some known desired state, and $u$ as the control variable. Here $\Omega \subset \mathbb{R}^{d}$, where $d \in\{2,3\}$, is the domain on which the problem is defined with boundary $\partial \Omega$, and $\beta>0$ is the (Tikhonov) regularization parameter.

There are two common approaches for solving this optimization problem. Either, one can consider the infinite-dimensional problem, write down the Lagrangian and then discretize the first order conditions, which is referred to as the optimize-then-discretize approach, or one can first discretize the objective function and then build a discrete Lagrangian with corresponding first order conditions. The latter is the so-called discretize-then-optimize approach. Recently, the paradigm that both approaches should coincide was used to derive discretization schemes for PDE constrained optimization (see for example [15]).

The problem (2.2) represents a steady problem, i.e. $y=y(\mathbf{x})$, where $\mathbf{x}$ denotes the spatial variable. Using a Galerkin finite element method [8] and a discretize-thenoptimize strategy, with the state $y$, control $u$ and adjoint state or Lagrange multiplier $p$ all discretized using the same basis functions [25, 22], leads to the following first order system:

$$
\left[\begin{array}{ccc}
M & 0 & K  \tag{2.3}\\
0 & \beta M & -M \\
K & -M & 0
\end{array}\right]\left[\begin{array}{l}
\mathbf{y} \\
\mathbf{u} \\
\mathbf{p}
\end{array}\right]=\left[\begin{array}{c}
M \overline{\mathbf{y}} \\
\mathbf{0} \\
\mathbf{c}
\end{array}\right]
$$

where $\mathbf{y}, \mathbf{u}$ and $\mathbf{p}$ denote the vectors of coefficients in the finite element expansion in terms of the basis functions $\left\{\phi_{j}, j=1, \ldots, n\right\}$ of $y, u$ and $p$ respectively, $\overline{\mathbf{y}}$ is the vector corresponding to $\bar{y}$, and $\mathbf{c}$ corresponds to the Dirichlet boundary conditions imposed. Here, $M$ denotes a finite element mass matrix, and $K$ a stiffness matrix of dimension $n \times n$ with $n$ being the degrees of freedom of the finite element approximation. These are defined by

$$
\begin{align*}
M & =\left\{m_{i j}, i, j=1, \ldots, n\right\}, & m_{i j}=\int_{\Omega} \phi_{i} \phi_{j} \mathrm{~d} \Omega  \tag{2.4}\\
K & =\left\{k_{i j}, i, j=1, \ldots, n\right\}, & k_{i j}=\int_{\Omega} \nabla \phi_{i} \cdot \nabla \phi_{j} \mathrm{~d} \Omega .
\end{align*}
$$

Note that we often consider $M$ to be a lumped mass matrix, that is

$$
M=\operatorname{diag}\left(m_{i i}\right), \quad m_{i i}=\sum_{j=1}^{n}\left|\int_{\Omega} \phi_{i} \phi_{j} \mathrm{~d} \Omega\right| .
$$

In literature such as $[22,31]$, solvers are designed which solve (2.3) in computational time independent of the mesh size $h$ and any choice of regularization parameter $\beta$. The solver that we consider is based on the block diagonal preconditioner discussed in [22], in which the system (2.3) is written in classical saddle point form (2.1), with $A=\left[\begin{array}{cc}M & 0 \\ 0 & \beta M\end{array}\right]$ and $B=\left[\begin{array}{cc}K & -M\end{array}\right]$. The $(1,1)$-block is then approximated by the application of Chebyshev semi-iteration to each mass matrix for consistent mass matrices [40] or by simple inversion for lumped mass matrices, and the (negative) Schur complement

$$
S=B A^{-1} B^{T}=K M^{-1} K+\frac{1}{\beta} M
$$

is approximated by

$$
\widehat{S}=\left(K+\frac{1}{\sqrt{\beta}} M\right) M^{-1}\left(K+\frac{1}{\sqrt{\beta}} M\right)
$$

It is shown in [22] that $\lambda\left(\widehat{S}^{-1} S\right) \in\left[\frac{1}{2}, 1\right]$ for any choice of step-size $h$ and regularization parameter $\beta$ when this approximation is used. Using a multigrid process to approximate the inverse of the matrix $K+\frac{1}{\sqrt{\beta}} M$ gives a viable solution strategy.

In this paper, we attempt to extend this preconditioning framework to timedependent analogues of the above problem. Specifically, we will consider the optimal control of the heat equation. This problem may be written as

$$
\begin{align*}
& \min _{y, u} J(y, u),  \tag{2.5}\\
& \text { s.t } \quad y_{t}-\nabla^{2} y=u, \quad \text { for }(\mathbf{x}, t) \in \Omega \times[0, T], \\
& y=f, \quad \text { on } \partial \Omega, \\
& y=y_{0}, \quad \text { at } t=0,
\end{align*}
$$

for some functional $J(y, u)$, where $f$ and $y_{0}$ may depend on $\mathbf{x}$ but not $t$. The two functionals that we consider here are firstly a functional where we have observations (desired state) on the whole time-interval

$$
\begin{equation*}
J_{1}(y, u)=\frac{1}{2} \int_{0}^{T} \int_{\Omega}(y(\mathbf{x}, t)-\bar{y}(\mathbf{x}, t))^{2} \mathrm{~d} \Omega \mathrm{~d} t+\frac{\beta}{2} \int_{0}^{T} \int_{\Omega}(u(\mathbf{x}, t))^{2} \mathrm{~d} \Omega \mathrm{~d} t \tag{2.6}
\end{equation*}
$$

and secondly

$$
\begin{equation*}
J_{2}(y, u)=\frac{1}{2} \int_{\Omega}(y(\mathbf{x}, T)-\bar{y}(\mathbf{x}))^{2} \mathrm{~d} \Omega+\frac{\beta}{2} \int_{0}^{T} \int_{\Omega}(u(\mathbf{x}, t))^{2} \mathrm{~d} \Omega \mathrm{~d} t \tag{2.7}
\end{equation*}
$$

where the desired state is only defined at the final time. We later refer to the problems corresponding to these two functionals as the "all-times case" and the "final time case" respectively. Note that the state, control and adjoint state are all now time-dependent functions.

As illustrated in [35], the matrix system arising from solving the problem (2.5) with $J(y, u)=J_{1}(y, u)$ varies according to whether a discretize-then-optimize or optimize-then-discretize strategy is applied. Applying the discretize-then-optimize approach, using the trapezoidal rule and the backward Euler scheme with $N_{t}$ time steps of (constant) size $\tau$ to discretize the PDE in time, gives the matrix system [35]

$$
\left[\begin{array}{ccc}
\tau \mathcal{M}_{1 / 2} & 0 & \mathcal{K}^{T}  \tag{2.8}\\
0 & \beta \tau \mathcal{M}_{1 / 2} & -\tau \mathcal{M} \\
\mathcal{K} & -\tau \mathcal{M} & 0
\end{array}\right]\left[\begin{array}{l}
\mathbf{y} \\
\mathbf{u} \\
\mathbf{p}
\end{array}\right]=\left[\begin{array}{c}
\tau \mathcal{M} \overline{\mathbf{y}} \\
\mathbf{0} \\
\mathbf{d}
\end{array}\right]
$$

where $\mathbf{y}, \mathbf{u}, \overline{\mathbf{y}}$, and $\mathbf{p}$ are vectors corresponding to the state, control, desired state and adjoint at all time steps $1,2, \ldots, N_{t}$, and

$$
\begin{gather*}
\mathcal{M}_{1 / 2}=\left[\begin{array}{ccccc}
\frac{1}{2} M & & & & \\
& M & & & \\
& & \ddots & & \\
& & & M & \\
& & & & \frac{1}{2} M
\end{array}\right], \quad \mathcal{M}=\left[\begin{array}{llll}
M & & & \\
& M & & \\
& & \ddots & \\
& & & M
\end{array}\right],  \tag{2.9}\\
\mathcal{K}=\left[\begin{array}{ccccc}
M+\tau K & & & & \\
-M & M+\tau K & & & \\
& \ddots & \ddots & & \\
& & -M & M+\tau K & \\
& & & -M & M+\tau K
\end{array}\right], \quad \mathbf{d}=\left[\begin{array}{c}
M \mathbf{y}_{0}+\mathbf{c} \\
\mathbf{c} \\
\vdots \\
\mathbf{c} \\
\mathbf{c}
\end{array}\right] .
\end{gather*}
$$

Note that if $n$ is the number of degrees of freedom in the spatial representation only, then each of the matrices in (2.9) belongs to $\mathbb{R}^{n N_{t} \times n N_{t}}$ with blocks as indicated, where $M, K \in \mathbb{R}^{n \times n}$. The overall coefficient matrix in (2.8) is of dimension $3 n N_{t} \times 3 n N_{t}$.

If, alternatively, the optimize-then-discretize approach is used with $J(y, u)=$ $J_{1}(y, u)$, the matrix system becomes [35]

$$
\left[\begin{array}{ccc}
\tau \mathcal{M}_{0} & 0 & \mathcal{K}^{T}  \tag{2.10}\\
0 & \beta \tau \mathcal{M}_{1 / 2} & -\tau \mathcal{M} \\
\mathcal{K} & -\tau \mathcal{M} & 0
\end{array}\right]\left[\begin{array}{l}
\mathbf{y} \\
\mathbf{u} \\
\mathbf{p}
\end{array}\right]=\left[\begin{array}{c}
\tau \mathcal{M}_{0} \overline{\mathbf{y}} \\
\mathbf{0} \\
\mathbf{d}
\end{array}\right]
$$

where

$$
\mathcal{M}_{0}=\left[\begin{array}{ccccc}
M & & & & \\
& M & & & \\
& & \ddots & & \\
& & & M & \\
& & & & 0
\end{array}\right] \in \mathbb{R}^{n N_{t} \times n N_{t}} .
$$

We also consider minimizing the functional $J_{2}(y, u)$. If we apply a discretize-thenoptimize approach in this case, we obtain the matrix system [35]

$$
\left[\begin{array}{ccc}
\tau \mathcal{M}_{1} & 0 & \mathcal{K}^{T}  \tag{2.11}\\
0 & \beta \tau \mathcal{M}_{1 / 2} & -\tau \mathcal{M} \\
\mathcal{K} & -\tau \mathcal{M} & 0
\end{array}\right] \underset{5}{\left[\begin{array}{l}
\mathbf{y} \\
\mathbf{u} \\
\mathbf{p}
\end{array}\right]=\left[\begin{array}{c}
\tau \mathcal{M}_{1} \overline{\mathbf{y}} \\
\mathbf{0} \\
\mathbf{d}
\end{array}\right] \in \mathbb{R}^{n N_{t} \times n N_{t}}, ~}
$$

where

$$
\mathcal{M}_{1}=\left[\begin{array}{lllll}
0 & & & & \\
& 0 & & & \\
& & \ddots & & \\
& & & 0 & \\
& & & M
\end{array}\right]
$$

The matrix systems $(2.8),(2.10)$ and (2.11) are the systems corresponding to the time-dependent distributed control problem. The efficient solution of these saddle point systems will be considered in the remainder of this paper.
2.3. Neumann Boundary Control Problems. Another important problem in the field of PDE constrained optimization is the class of Neumann boundary control problems. In practical applications, these are perhaps the most useful. We start once more by considering the boundary control of Poisson's equation written as

$$
\begin{array}{cc}
\min _{y, u} & \frac{1}{2}\|y-\bar{y}\|_{L_{2}(\Omega)}^{2}+\frac{\beta}{2}\|u\|_{L_{2}(\partial \Omega)}^{2},  \tag{2.12}\\
\text { s.t } \quad-\nabla^{2} y=f, \quad \text { in } \Omega \\
\frac{\partial y}{\partial n}=u, \quad \text { on } \partial \Omega
\end{array}
$$

where $f$ is the known source term, which may be zero, and the control, $u$, is applied in the form of a Neumann boundary condition. As for the distributed control case, we discretize $y, u$ and $p$ using the same finite element basis functions.

The first order optimality conditions of a discretize-then-optimize approach yield the following matrix system

$$
\left[\begin{array}{ccc}
M & 0 & K  \tag{2.13}\\
0 & \beta M_{b} & -N^{T} \\
K & -N & 0
\end{array}\right]\left[\begin{array}{l}
\mathbf{y} \\
\mathbf{u} \\
\mathbf{p}
\end{array}\right]=\left[\begin{array}{c}
M \overline{\mathbf{y}} \\
\mathbf{0} \\
\mathbf{f}
\end{array}\right]
$$

where $M$ and $K$ denote the mass matrix and stiffness matrix over $\Omega$ as in (2.4), $M_{b}$ here denotes the boundary mass matrix over $\partial \Omega$, and $N$ corresponds to entries arising from terms within the integral $\int_{\partial \Omega} u \operatorname{tr}(v) \mathrm{d} s$ (with $u$ the boundary control and $\operatorname{tr}(v)$ denoting the trace function acting on a member of the Galerkin test space). The vector $\mathbf{f}$ corresponds to $f$, the source term of Poisson's equation. The matrix in (2.13) is essentially of dimension $\left(2 n+n_{b}\right) \times\left(2 n+n_{b}\right)$, where $n$ is the number of degrees of freedom for $y$ and $n_{b}$ the number of degrees of freedom for the boundary control, $u$.

As well as this problem, we also investigate the time-dependent analogue, that is the Neumann boundary control of the heat equation. We write the problem that we consider as

$$
\begin{array}{ll}
\min _{y, u} & \frac{1}{2} \int_{0}^{T} \int_{\Omega}(y(\mathbf{x}, t)-\bar{y}(\mathbf{x}, t))^{2} \mathrm{~d} \Omega \mathrm{~d} t+\frac{\beta}{2} \int_{0}^{T} \int_{\partial \Omega}(u(\mathbf{x}, t))^{2} \mathrm{~d} s \mathrm{~d} t,  \tag{2.14}\\
\text { s.t. } & y_{t}-\nabla^{2} y=f, \quad \text { for }(\mathbf{x}, t) \in \Omega \times[0, T] \\
& \frac{\partial y}{\partial n}=u, \quad \text { on } \partial \Omega
\end{array}
$$

Note that this is related to the distributed control problem (2.5) with $J(y, u)=$ $J_{1}(y, u)$. Although we could seek to solve the optimize-then-discretize formulation of this problem in a similar way as for the distributed control problem, we focus our attention on the discretize-then-optimize formulation. In this case, applying the backward Euler scheme in time and the trapezoidal rule, we obtain the matrix system

$$
\left[\begin{array}{ccc}
\tau \mathcal{M}_{1 / 2} & 0 & \mathcal{K}^{T}  \tag{2.15}\\
0 & \beta \tau \mathcal{M}_{1 / 2, b} & -\tau \mathcal{N}^{T} \\
\mathcal{K} & -\tau \mathcal{N} & 0
\end{array}\right]\left[\begin{array}{l}
\mathbf{y} \\
\mathbf{u} \\
\mathbf{p}
\end{array}\right]=\left[\begin{array}{c}
\tau \mathcal{M}_{1 / 2} \overline{\mathbf{y}} \\
\mathbf{0} \\
\mathbf{g}
\end{array}\right]
$$

where $\mathcal{M}$ and $\mathcal{K}$ are as defined in (2.9), and

$$
\begin{gathered}
\mathcal{M}_{1 / 2, b}=\left[\begin{array}{ccccc}
\frac{1}{2} M_{b} & & & & \\
& M_{b} & & & \\
& & & \ddots & \\
\\
& & & M_{b} & \\
\mathcal{N}=\left[\begin{array}{lllll}
N & & & & \\
& N & & & \\
& & \ddots & & \\
& & & N & \\
& & & & N
\end{array}\right], \quad \mathbf{g}=\left[\begin{array}{c}
M \mathbf{y}_{0}+\mathbf{f} \\
\mathbf{f} \\
\vdots \\
\\
\\
\\
\\
\mathbf{f} \\
\mathbf{f}
\end{array}\right]
\end{array}\right] .
\end{gathered}
$$

We will consider the iterative solution of the matrix systems (2.13) and (2.15), in addition to the distributed control problems previously stated, in Section 3.
3. Preconditioning. In this Section, we motivate and discuss our proposed preconditioners for the matrix systems stated in Section 2. These will be applied within the Minres algorithm [21]. This Section is structured as follows. In Section 3.1, we propose a preconditioner for the matrix system (2.8) corresponding to a timedependent distributed control problem, minimizing (2.6) and using a discretize-thenoptimize formulation. In Section 3.2, we motivate a preconditioner for (2.10), which is the same problem except with an optimize-then-discretize strategy employed. In Section 3.3, we apply our preconditioning framework to the matrix system (2.11), which minimizes (2.7) with a discretize-then-optimize strategy. We then consider Neumann boundary control problems; in Section 3.4, we discuss the time-independent case corresponding to (2.13), and in Section 3.5 we extend this theory to the timedependent case, relating to (2.15). In Section 4, we present numerical results to demonstrate that all of our proposed solvers are effective in practice.
3.1. Time-Dependent Distributed Control - Minimizing $J_{1}$ with Discretize-then-Optimize. Equation (2.8), which is the discretize-then-optimize formulation of (2.5) with $J(y, u)=J_{1}(y, u)$, can be written as a saddle point system with

$$
A=\left[\begin{array}{cc}
\tau \mathcal{M}_{1 / 2} & 0 \\
0 & \beta \tau \mathcal{M}_{1 / 2}
\end{array}\right], \quad B=\left[\begin{array}{cc}
\mathcal{K} & -\tau \mathcal{M}
\end{array}\right]
$$

in the notation of (2.1). The (negative) Schur complement of this system is therefore given by

$$
\begin{equation*}
S=\frac{1}{\tau} \mathcal{K} \mathcal{M}_{1 / 2}^{-1} \mathcal{K}^{T}+\frac{\tau}{\beta} \mathcal{M} \mathcal{M}_{1 / 2}^{-1} \mathcal{M} \tag{3.1}
\end{equation*}
$$

For this matrix system, we seek a (symmetric block diagonal) preconditioner of the form

$$
\widehat{\mathcal{P}}=\left[\begin{array}{cc}
\widehat{A} & 0  \tag{3.2}\\
0 & \widehat{S}
\end{array}\right]
$$

to be used with Minres.
For the approximation $\widehat{A}$, we apply a similar approach as to the Poisson control problem, and take

$$
\widehat{A}=\left[\begin{array}{cc}
\tau \widehat{\mathcal{M}}_{1 / 2} & 0  \tag{3.3}\\
0 & \beta \tau \widehat{\mathcal{M}}_{1 / 2}
\end{array}\right]
$$

where $\widehat{\mathcal{M}}_{1 / 2}$ denotes the approximation of $\mathcal{M}_{1 / 2}$, where a Chebyshev semi-iteration process is taken to approximate the consistent mass matrices or again a simple inversion for lumped mass matrices.

We now wish to develop a result which enables us to find an accurate approximation to (3.1), as well as to approximate Schur complements that we will consider in Sections 3.2 and 3.3.

We start by noting that the matrix system (2.8) is of the following form:

$$
\left[\begin{array}{ccc}
\Phi_{1} & 0 & \mathcal{K}^{T} \\
0 & \beta \Phi_{1} & -\Phi_{2} \\
\mathcal{K} & -\Phi_{2} & 0
\end{array}\right]
$$

with Schur complement given by

$$
\begin{equation*}
S=\mathcal{K} \Phi_{1}^{-1} \mathcal{K}^{T}+\frac{1}{\beta} \Phi_{2} \Phi_{1}^{-1} \Phi_{2} \tag{3.4}
\end{equation*}
$$

where $\Phi_{1}$ and $\Phi_{2}$ are symmetric positive definite (as they are block matrices solely consisting of mass matrices). [In Sections 3.2 and 3.3, we will consider approximations of Schur complements of the form (3.4), where $\Phi_{1}$ and $\Phi_{2}$ have the same such properties.]

We note that in all the cases we consider, the matrix $\Phi_{1}^{-1} \Phi_{2}$ is symmetric positive definite as it simply involves scaled multiples of identity matrices. That is all of the relevant blocks are scalings of the same matrix $I \in \mathbb{R}^{n \times n}$. We may use the straightforward resulting observation that $\mathcal{M} \Phi_{1}^{-1} \Phi_{2}=\Phi_{1}^{-1} \Phi_{2} \mathcal{M}$, with $\mathcal{M}$ defined as in (2.9), to demonstrate one further property that we will require in our analysis: that $\mathcal{K} \Phi_{1}^{-1} \Phi_{2}+\Phi_{1}^{-1} \Phi_{2} \mathcal{K}^{T}$ is positive definite. We show this by applying Theorem 1 below with $\Delta=\Phi_{1}^{-1} \Phi_{2}$.

Theorem 1. The matrix $\mathcal{K} \Delta+\Delta \mathcal{K}^{T}$, where $\Delta$ is symmetric positive definite and block diagonal with the same structure as $\mathcal{K}$ and $\mathcal{M}$ as defined in (2.9), is positive definite provided that $\mathcal{M} \Delta=\Delta \mathcal{M}$.

Proof. We show that $\mathbf{w}^{T}\left(\mathcal{K} \Delta+\Delta \mathcal{K}^{T}\right) \mathbf{w}>0$ for all $\mathbf{w}:=\left[\begin{array}{lllll}\mathbf{w}_{1}^{T} & \mathbf{w}_{2}^{T} & \cdots & \mathbf{w}_{N_{t}-1}^{T} & \mathbf{w}_{N_{t}}^{T}\end{array}\right]^{T}$ with $\mathbf{w}_{1}, \ldots, \mathbf{w}_{N_{t}} \in \mathbb{R}^{n}$, and

$$
\Delta=\left[\begin{array}{ccc}
\Delta_{1} & & \\
& \ddots & \\
& & \Delta_{N_{t}}
\end{array}\right], \quad \Delta_{j} \in \mathbb{R}^{n \times n}, \quad j=1, \ldots, N_{t}
$$

Using the symmetry of the mass and stiffness matrices $M$ and $K$,

$$
\mathcal{K} \Delta+\Delta \mathcal{K}^{T}=\left[\begin{array}{ccccc}
\Lambda_{1} & -\Delta_{1} M & & & \\
-M \Delta_{1} & \Lambda_{2} & -\Delta_{2} M & & \\
& \ddots & \ddots & \ddots & \\
& & -M \Delta_{N_{t}-2} & \Lambda_{N_{t}-1} & -\Delta_{N_{t}-1} M \\
& & & -M \Delta_{N_{t}-1} & \Lambda_{N_{t}}
\end{array}\right]
$$

where $\Lambda_{j}=(M+\tau K) \Delta_{j}+\Delta_{j}(M+\tau K)$ for $j=1, \ldots, N_{t}$, and therefore by straightforward manipulation that

$$
\begin{align*}
& \mathbf{w}^{T}\left(\mathcal{K} \Delta+\Delta \mathcal{K}^{T}\right) \mathbf{w}=\sum_{j=1}^{N_{t}} \mathbf{w}_{j}^{T}\left[M \Delta_{j}+\Delta_{j} M+\tau K \Delta_{j}+\tau \Delta_{j} K\right] \mathbf{w}_{j} \\
&-\sum_{j=1}^{N_{t}-1} \mathbf{w}_{j}^{T}\left(M \Delta_{j}\right) \mathbf{w}_{j+1}-\sum_{j=2}^{N_{t}} \mathbf{w}_{j}^{T}\left(\Delta_{j-1} M\right) \mathbf{w}_{j-1} \\
&=2 \tau \sum_{j=1}^{N_{t}} \mathbf{w}_{j}^{T}\left(K \Delta_{j}\right) \mathbf{w}_{j}+\sum_{j=1}^{N_{t}-1}\left(\mathbf{w}_{j}-\mathbf{w}_{j+1}\right)^{T}\left(M \Delta_{j}\right)\left(\mathbf{w}_{j}-\mathbf{w}_{j+1}\right)  \tag{3.5}\\
&+\mathbf{w}_{1}^{T}\left(M \Delta_{j}\right) \mathbf{w}_{1}+\mathbf{w}_{N_{t}}^{T}\left(M \Delta_{j}\right) \mathbf{w}_{N_{t}},
\end{align*}
$$

where we have used the fact that $M \Delta_{j}=\Delta_{j} M$ for $j=1, \ldots, N_{t}$.
Now, since $M$ and $K$ are symmetric and positive definite, and the product of two symmetric positive definite matrices is positive definite ${ }^{1}$, all of the terms in (3.5) are positive. We deduce that $\mathbf{w}^{T}\left(\mathcal{K} \Delta+\Delta \mathcal{K}^{T}\right) \mathbf{w}>0$, and hence that $\mathcal{K} \Delta+\Delta \mathcal{K}^{T}$ is positive definite.

Having demonstrated the properties required, we are now in a position to prove a result bounding the eigenvalues of $\widehat{S}^{-1} S$, where

$$
\begin{equation*}
\widehat{S}=\left(\mathcal{K}+\frac{1}{\sqrt{\beta}} \Phi_{2}\right) \Phi_{1}^{-1}\left(\mathcal{K}+\frac{1}{\sqrt{\beta}} \Phi_{2}\right)^{T} \tag{3.6}
\end{equation*}
$$

and $S$ is given by (3.4). To do this, we consider the Rayleigh quotient $R:=\frac{\mathbf{v}^{T} S \mathbf{v}}{\mathbf{v}^{T} \widehat{S} \mathbf{v}}$. This may be written as

$$
\begin{equation*}
R=\frac{\mathbf{a}^{T} \mathbf{a}+\mathbf{b}^{T} \mathbf{b}}{\mathbf{a}^{T} \mathbf{a}+\mathbf{b}^{T} \mathbf{b}+\mathbf{a}^{T} \mathbf{b}+\mathbf{b}^{T} \mathbf{a}} \tag{3.7}
\end{equation*}
$$

where

$$
\mathbf{a}=\Phi_{1}^{-1 / 2} \mathcal{K}^{T} \mathbf{v}, \quad \mathbf{b}=\frac{1}{\sqrt{\beta}} \Phi_{1}^{-1 / 2} \Phi_{2} \mathbf{v}
$$

Now, as $\mathbf{a}^{T} \mathbf{b}+\mathbf{b}^{T} \mathbf{a}=\frac{1}{\sqrt{\beta}} \mathbf{v}^{T}\left[\mathcal{K} \Phi_{1}^{-1} \Phi_{2}+\Phi_{2} \Phi_{1}^{-1} \mathcal{K}^{T}\right] \mathbf{v}>0$ due to Theorem 1 with $\Delta_{j}=\Phi_{1}^{-1} \Phi_{2}=\Phi_{2} \Phi_{1}^{-1}$, it is clear from (3.7) that $R<1$.

[^1]Further, showing that $R \geq \frac{1}{2}$ is a simple algebraic task, which requires only the fact that $\mathbf{b}^{T} \mathbf{b}>0$ because of the positive definiteness of $\Phi_{1}$ and $\Phi_{2}$ [see [23] for further details].

We have hence proved
Theorem 2. If $S$ and $\widehat{S}$ are of the form stated in (3.4) and (3.6) respectively, with $\Phi_{1}, \Phi_{2}$ and $\Phi_{1}^{-1} \Phi_{2}$ symmetric positive definite and such that $\mathcal{M} \Phi_{1}^{-1} \Phi_{2}=\Phi_{1}^{-1} \Phi_{2} \mathcal{M}$, then

$$
\lambda\left(\widehat{S}^{-1} S\right) \in\left[\frac{1}{2}, 1\right)
$$

We note that Theorem 2 is an extension to a result discussed in [23] concerning convection-diffusion control.

We may now apply Theorem 2 with $\Phi_{1}=\tau \mathcal{M}_{1 / 2}$ and $\Phi_{2}=\tau \mathcal{M}$, as $\Phi_{1}$ and $\Phi_{2}$ defined in this way are clearly symmetric and positive definite and are such that $\Delta=\Phi_{1}^{-1} \Phi_{2}$ is symmetric positive definite and satisfies $\mathcal{M} \Delta=\Delta \mathcal{M}$. We therefore deduce that

$$
\begin{equation*}
\widehat{S}=\frac{1}{\tau}\left(\mathcal{K}+\frac{\tau}{\sqrt{\beta}} \mathcal{M}\right) \mathcal{M}_{1 / 2}^{-1}\left(\mathcal{K}+\frac{\tau}{\sqrt{\beta}} \mathcal{M}\right)^{T} \tag{3.8}
\end{equation*}
$$

is an effective approximation to the Schur complement of the matrix system (2.8). We note that applying the inverses of the matrix $\mathcal{K}+\frac{\tau}{\sqrt{\beta}} \mathcal{M}$ and its transpose would not be feasible as this essentially means solving the PDE directly, which in itself a computationally expensive task. Hence, for a practical algorithm we approximate $\widehat{S}$ using multigrid techniques for $\mathcal{K}+\frac{\tau}{\sqrt{\beta}} \mathcal{M}$ and its transpose, that is we require a multigrid process for each of the diagonal blocks $M+\tau K+\frac{\tau}{\sqrt{\beta}} M \in \mathbb{R}^{n \times n}$. We apply a few cycles of such a multigrid process $N_{t}$ times to approximate the inverse of $\mathcal{K}+\frac{\tau}{\sqrt{\beta}} \mathcal{M}$ and $N_{t}$ times to approximate the inverse of $\left(\mathcal{K}+\frac{\tau}{\sqrt{\beta}} \mathcal{M}\right)^{T}$.

In conclusion, for an effective iterative method for solving (2.8), we recommend a Minres method with a preconditioner of the form (3.2), with $\widehat{A}$ and $\widehat{S}$ as in (3.3) and (3.8). In Section 4, we provide numerical results to demonstrate the effectiveness of our proposed preconditioner.

### 3.2. Time-Dependent Distributed Control - Minimizing $J_{1}$ with Optimize-

 then-Discretize. We now turn our attention to equation (2.10), the optimize-thendiscretize formulation of $(2.3)$ with $J(y, u)=J_{1}(y, u)$. Again, we may write this as a saddle point system of the form (2.1) with$$
A=\left[\begin{array}{cc}
\tau \mathcal{M}_{0} & 0 \\
0 & \beta \tau \mathcal{M}_{1 / 2}
\end{array}\right], \quad B=\left[\begin{array}{ll}
\mathcal{K} & -\tau \mathcal{M}
\end{array}\right] .
$$

We note that the $(1,1)$-block of this system, $A$, is not invertible, due to the rankdeficiency of $\mathcal{M}_{0}$, so when prescribing an approximation for a preconditioner, we recommend considering a perturbation of the matrix $\mathcal{M}_{0}$

$$
\mathcal{M}_{0}^{\gamma}=\left[\begin{array}{lllll}
M & & & & \\
& M & & & \\
& & \ddots & & \\
& & & M & \\
& & & & \gamma M
\end{array}\right]
$$

for some constant $\gamma$ such that $0<\gamma \ll 1$, and taking as our approximation to $A$ the following:

$$
\widehat{A}=\left[\begin{array}{cc}
\tau \widehat{\mathcal{M}}_{0} & 0  \tag{3.9}\\
0 & \beta \tau \widehat{\mathcal{M}}_{1 / 2}
\end{array}\right]
$$

where $\widehat{\mathcal{M}}_{0}$ and $\widehat{\mathcal{M}}_{1 / 2}$ denote approximations to $\mathcal{M}_{0}^{\gamma}$ and $\mathcal{M}_{1 / 2}$ generated by using Chebyshev semi-iteration in the case of consistent mass matrices, or, in the case of lumped mass matrices, themselves.

Now, due to the non-invertibility of $\mathcal{M}_{0}$, the Schur complement of the matrix system (2.10) does not exist. Therefore it is less obvious what the $(2,2)$-block of our block diagonal preconditioner of the form (3.2) should be. The heuristic we use is to examine the perturbed saddle point system $\left[\begin{array}{cc}\widehat{A} & B^{T} \\ B & 0\end{array}\right]$ and consider the Schur complement of this matrix system. This is given by the quantity

$$
\tilde{S}:=\frac{1}{\tau} \mathcal{K} \widehat{\mathcal{M}}_{0}^{-1} \mathcal{K}^{T}+\frac{\tau}{\beta} \mathcal{M} \mathcal{M}_{1 / 2}^{-1} \mathcal{M}
$$

Now, by simple manipulation, we observe that

$$
\tilde{S}=\frac{1}{\tau} \mathcal{K} \widehat{\mathcal{M}}_{0}^{-1} \mathcal{K}^{T}+\frac{\tau}{\beta} \Gamma_{1} \widehat{\mathcal{M}}_{0}^{-1} \Gamma_{1},
$$

where

$$
\Gamma_{1}=\left[\begin{array}{ccccc}
\sqrt{2} M & & & & \\
& M & & & \\
& & \ddots & & \\
& & & M & \\
& & & & \sqrt{2 \gamma} M
\end{array}\right]
$$

By applying Theorem 2 with $\Phi_{1}=\tau \widehat{\mathcal{M}}_{0}$ and $\Phi_{2}=\tau \Gamma_{1}$, we therefore deduce that

$$
\begin{equation*}
\widehat{S}=\frac{1}{\tau}\left(\mathcal{K}+\frac{\tau}{\sqrt{\beta}} \Gamma_{1}\right) \mathcal{M}_{1 / 2}^{-1}\left(\mathcal{K}+\frac{\tau}{\sqrt{\beta}} \Gamma_{1}\right)^{T} \tag{3.10}
\end{equation*}
$$

satisfies

$$
\lambda\left(\widehat{S}^{-1} \tilde{S}\right) \in\left[\frac{1}{2}, 1\right)
$$

which tells us that $\widehat{S}$ is a good Schur complement approximation to the perturbed matrix system we have considered. As the matrix system (2.10) is very similar in structure to this perturbed system, it seems that this would also be a pragmatic choice for the (2,2)-block of our block diagonal preconditioner for this system.

Therefore, within the MinReS algorithm for solving (2.10), we again recommend a preconditioner of the form (3.2), with $\widehat{A}$ and $\widehat{S}$ as in (3.9) and (3.10). The numerical results of Section 4 demonstrate that this is indeed an effective approach.
3.3. Time-Dependent Distributed Control - Minimizing $J_{2}$. The matrix system (2.11), which we consider in this Section and which is derived from the discretize-then-optimize formulation of (2.3) with $J(y, u)=J_{2}(y, u)$, contains many of the same issues as the system (2.10) due once again to the rank-deficiency of the ( 1,1 )-block.

To combat this problem when seeking an invertible approximation to the (1,1)block, we consider a perturbation of the matrix $\mathcal{M}_{1}$,

$$
\mathcal{M}_{1}^{\gamma}=\left[\begin{array}{lllll}
\gamma M & & & & \\
& \gamma M & & & \\
& & \ddots & & \\
& & & \gamma M & \\
& & & & M
\end{array}\right]
$$

again taking $\gamma$ to be such that $0<\gamma \ll 1$. We then take the following as our approximation to $A$ :

$$
\widehat{A}=\left[\begin{array}{cc}
\widehat{\mathcal{M}}_{1} & 0  \tag{3.11}\\
0 & \beta \tau \widehat{\mathcal{M}}_{1 / 2}
\end{array}\right]
$$

where $\widehat{\mathcal{M}}_{1}$ and $\widehat{\mathcal{M}}_{1 / 2}$ are approximations to $\mathcal{M}_{1}^{\gamma}$ and $\mathcal{M}_{1 / 2}$, with Chebyshev semiiteration processes taken to approximate full mass matrices (or diagonal solves to represent lumped mass matrices) whenever they arise.

As in Section 3.2, we find that the inverse of the Schur complement of the matrix system we are considering does not exist; using the same reasoning as in Section 3.2 we consider instead

$$
\tilde{S}:=\mathcal{K} \widehat{\mathcal{M}}_{1}^{-1} \mathcal{K}^{T}+\frac{\tau}{\beta} \mathcal{M} \mathcal{M}_{1 / 2}^{-1} \mathcal{M}
$$

We now observe that we may write $\tilde{S}$ as

$$
\tilde{S}=\mathcal{K} \widehat{\mathcal{M}}_{1}^{-1} \mathcal{K}^{T}+\frac{\tau}{\beta} \Gamma_{2} \widehat{\mathcal{M}}_{1}^{-1} \Gamma_{2}
$$

where

$$
\Gamma_{2}=\left[\begin{array}{ccccc}
\sqrt{2 \gamma} M & & & & \\
& \sqrt{\gamma} M & & & \\
& & \ddots & & \\
& & & \sqrt{\gamma} M & \\
& & & & \sqrt{2} M
\end{array}\right]
$$

Hence, applying Theorem 2 again, this time with $\Phi_{1}=\widehat{\mathcal{M}}_{1}$ and $\Phi_{2}=\sqrt{\tau} \Gamma_{2}$, we conclude that

$$
\begin{equation*}
\widehat{S}=\left(\mathcal{K}+\sqrt{\frac{\tau}{\beta}} \Gamma_{2}\right) \widehat{\mathcal{M}}_{1}^{-1}\left(\mathcal{K}+\sqrt{\frac{\tau}{\beta}} \Gamma_{2}\right)^{T} \tag{3.12}
\end{equation*}
$$

satisfies

$$
\lambda\left(\widehat{S}^{-1} \tilde{S}\right) \in\left[\frac{1}{2}, 1\right)
$$

and is therefore a good approximation to $\tilde{S}$.
Hence, when applying the Minres algorithm to (2.11), we recommend a preconditioner of the form (3.2) with $\widehat{A}$ and $\widehat{S}$ as in (3.11) and (3.12). Numerical results for this problem are shown in Section 4.

Choice of $\gamma$. We assume that we want both terms in the Schur complement

$$
S=\mathcal{K} \widehat{\mathcal{M}}^{-1} \mathcal{K}^{T}+\tau \beta^{-1} \mathcal{M}
$$

with $\widehat{\mathcal{M}}=\operatorname{blkdiag}(\gamma M, \ldots, \gamma M, M)$, to be "balanced" (see [3, 35]). We simplify this task by replacing $\mathcal{K}$ by its block diagonal $\mathcal{L}:=\operatorname{blk} \operatorname{diag}(L, \ldots, L)$, where $L=M+\tau K$. We now want to balance the terms in this new approximation with a particular focus on the parameter $\gamma$, i.e.

$$
\widehat{S}=\mathcal{L} \widehat{\mathcal{M}}^{-1} \mathcal{L}^{T}+\tau \beta^{-1} \mathcal{M}
$$

Comparing the blocks in $\widehat{S}$ that involve $\gamma$, we obtain

$$
\begin{equation*}
\gamma^{-1} h^{-2} L^{2} \approx \tau \beta^{-1} h^{2} I, \tag{3.13}
\end{equation*}
$$

using the approximation $M=h^{2} I$ for a two-dimensional problem. In this heuristic, we want to balance the smallest eigenvalues of both terms; for $L^{2}=\tau^{2} K^{2}+\tau K M+$ $\tau M K+M^{2}$ these will be of the order $\tau^{2} h^{4}$ (neglecting constants). In order for $\gamma$ to balance both terms in (3.13), we get

$$
\gamma^{-1} h^{-2} \tau^{2} h^{4} \approx \tau \beta^{-1} h^{2}
$$

and therefore that

$$
\begin{equation*}
\tau \beta \approx \gamma \tag{3.14}
\end{equation*}
$$

Note that the above heuristic holds for the two-dimensional case. In complete analogy, we can derive that

$$
\begin{equation*}
\tau \beta \approx \gamma \tag{3.15}
\end{equation*}
$$

is also a good choice for problems in three dimensions. If one wants to balance the largest eigenvalues in both terms the parameter $\gamma$ might not be small, depending on the choice of $\tau$ and $\beta$.
3.4. Time-Independent Neumann Boundary Control. We now consider preconditioning the system (2.13), which arises when solving the time-independent Poisson boundary control problem. If we write the saddle point system in the form (2.1), with

$$
A=\left[\begin{array}{cc}
M & 0 \\
0 & \beta M_{b}
\end{array}\right], \quad B=\left[\begin{array}{cc}
K & -N
\end{array}\right]
$$

then constructing an approximation $\widehat{A}$ to the (1,1)-block $A$ is relatively straightforward, as we treat both mass matrices $M$ and $M_{b}$ as before. However, an issue arises when we consider the effective approximation of the Schur complement of (2.13)

$$
S=K M^{-1} K+\frac{1}{\beta} N M_{b}^{-1} N^{T}
$$

Because of the rank-deficiency of the $\frac{1}{\beta} N M_{b}^{-1} N^{T}$ term of the Schur complement, it is not as simple to find a clean and easy-to-invert approximation $\widehat{S}$ to $S$ such that the eigenvalues of $\widehat{S}^{-1} S$ may be pinned down into an interval independent of both $h$ and $\beta$, as for the distributed control case in Section 2.2. We therefore seek an approximation which is robust for a range of $h$ and $\beta$. We first wish to motivate our choices before analyzing them in more detail.

We assume now that all mass matrices are lumped. It is then easy to see that $N M_{b}^{-1} N^{T}$ is a diagonal matrix with non-zero entries on the diagonal for every boundary node. For simplicity we assume the degrees of freedom are ordered in such a way that the nodes located on the boundary can be found in the lower right corner of $N M_{b}^{-1} N^{T}$, i.e.

$$
N M_{b}^{-1} N^{T}=\left[\begin{array}{cc}
0 & 0 \\
0 & M_{b}
\end{array}\right]
$$

Now our task is to approximate the Schur complement $S$ via

$$
\widehat{S}=\left(K+\frac{1}{\sqrt{\beta}} \widehat{M}\right) M^{-1}\left(K+\frac{1}{\sqrt{\beta}} \widehat{M}\right)
$$

for some matrix $\widehat{M}$, in such a way that the original Schur complement is maintained as much as possible. If we look at the last equation we see this gives

$$
\widehat{S}=K M^{-1} K^{T}+\frac{1}{\beta} \widehat{M} M^{-1} \widehat{M}+\frac{1}{\sqrt{\beta}}\left(K M^{-1} \widehat{M}+\widehat{M} M^{-1} K\right)
$$

We now look at the terms separately. The first one is part of the original Schur complement. The second one needs to be looked at more carefully. Hence

$$
\left[\begin{array}{cc}
0 & 0 \\
0 & \alpha M_{b}
\end{array}\right]\left[\begin{array}{cc}
M_{y, i}^{-1} & 0 \\
0 & M_{y, b}^{-1}
\end{array}\right]\left[\begin{array}{cc}
0 & 0 \\
0 & \alpha M_{b}
\end{array}\right]=\left[\begin{array}{cc}
0 & 0 \\
0 & \alpha^{2} M_{b} M_{y, b}^{-1} M_{b}
\end{array}\right]
$$

with $i$ and $b$ denoting interior and boundary respectively, and for some constant $\alpha$. This tells us now that if

$$
\alpha^{2} M_{b} M_{y, b}^{-1} M_{b} \approx M_{b}
$$

we have found a good approximation to the Schur complement of the original matrix, which can be evaluated efficiently. A simplification will now motivate our choice of $\alpha$ as, if we approximate $M_{b}=h I_{b}$ (where $I_{b}$ is the identity matrix of dimension equal to the number of boundary nodes) and $M_{y, b}=h^{2} I$, we obtain that

$$
\begin{equation*}
\alpha^{2} M_{b} M_{y, b}^{-1} M_{b}=M_{b} \Longleftrightarrow \alpha^{2} h h^{-2} h I=\alpha^{2} I \approx h I \tag{3.16}
\end{equation*}
$$

and hence a good choice for $\alpha$ seems to be $\alpha=\sqrt{h}$. As a result, our recommended Schur complement approximation is now defined as

$$
\widehat{S}_{1}=\left(K+\sqrt{\frac{h}{\beta}} M_{\Gamma}\right) M^{-1}\left(K+\sqrt{\frac{h}{\beta}} M_{\Gamma}\right)
$$

i.e. the matrix $\widehat{M}$ introduced earlier is given by $\sqrt{h} M_{\Gamma}$. We note that because of the diagonal nature of the mass matrices the matrix $M_{\Gamma}=N M_{b}^{-1} N^{T}$ is simple to
evaluate. Another choice with a similar motivation is given by

$$
\widehat{S}_{2}=\left(K+\sqrt{\frac{h}{\beta}} M_{\Gamma}\right)\left(h \widehat{M}_{\Gamma}\right)^{-1}\left(K+\sqrt{\frac{h}{\beta}} M_{\Gamma}\right)
$$

Here $\widehat{M}_{\Gamma}$ is given by the matrix $M_{b}$ in the boundary components and a small scalar of order $h$ for all nodes corresponding to the degrees of freedom on the interior, i.e.

$$
\widehat{M}_{\Gamma}=M_{\Gamma}+h I_{i}
$$

with $I_{i}$ a diagonal matrix with ones on the diagonal for all interior degrees of freedom and zeros elsewhere. We now want to analyze these two preconditioners in more detail by considering the eigenvalue distributions of $\widehat{S}_{1}^{-1} S$ and $\widehat{S}_{2}^{-1} S$. Our analysis is based on the 2 D problem, however it can be easily extended to the 3 D case.

Eigenvalues of $\widehat{S}_{1}^{-1} S$. Here we must consider the Rayleigh quotient

$$
\begin{aligned}
\frac{\mathbf{v}^{T} S \mathbf{v}}{\mathbf{v}^{T} S_{1} \mathbf{v}} & =\frac{\mathbf{v}^{T} K M^{-1} K \mathbf{v}+\frac{1}{\beta} \mathbf{v}^{T} M_{\Gamma} \mathbf{v}}{\mathbf{v}^{T} K M^{-1} K \mathbf{v}+\frac{h}{\beta} \mathbf{v}^{T} M_{\Gamma} M^{-1} M_{\Gamma} \mathbf{v}+\sqrt{\frac{h}{\beta}} \mathbf{v}^{T}\left[M_{\Gamma} M^{-1} K+K M^{-1} M_{\Gamma}\right] \mathbf{v}} \\
& =\frac{\mathbf{v}^{T} K M^{-1} K \mathbf{v}+\mathbf{v}^{T}\left(\frac{1}{\beta} M_{\Gamma}\right) \mathbf{v}}{\mathbf{v}^{T} K M^{-1} K \mathbf{v}+\frac{h}{\beta} \mathbf{v}^{T} M_{\Gamma} M^{-1} M_{\Gamma} \mathbf{v}+2 \sqrt{\frac{h}{\beta}} \mathbf{v}^{T} M_{\Gamma} M^{-1} K \mathbf{v}}
\end{aligned}
$$

which will provide us with the eigenvalues of $\widehat{S}_{1}^{-1} S$.
If $\mathbf{v} \in \operatorname{null}\left(M_{\Gamma}\right)$, then $\frac{\mathbf{v}^{T} S \mathbf{v}}{\mathbf{v}^{T} \widehat{S}_{1} \mathbf{v}}=1$. If not, then we can write the above also as

$$
\begin{equation*}
\frac{\mathbf{v}^{T} S \mathbf{v}}{\mathbf{v}^{T} \widehat{S}_{1} \mathbf{v}}=\frac{1}{\frac{\mathbf{v}^{T} K M^{-1} K \mathbf{v}+\frac{h}{\beta} \mathbf{v}^{T} M_{\Gamma} M^{-1} M_{\Gamma} \mathbf{v}}{\mathbf{v}^{T} K M^{-1} K \mathbf{v}+\frac{1}{\beta} \mathbf{v}^{T} M_{\Gamma} \mathbf{v}}+\frac{2 \sqrt{\frac{h}{\beta}} \mathbf{v}^{T} M_{\Gamma} M^{-1} K \mathbf{v}}{\mathbf{v}^{T} K M^{-1} K \mathbf{v}+\frac{1}{\beta} \mathbf{v}^{T} M_{\Gamma} \mathbf{v}}} \tag{3.17}
\end{equation*}
$$

Using the fact that $M_{\Gamma}\left(\frac{1}{h} M\right)^{-1} M_{\Gamma}=h M_{\Gamma} M^{-1} M_{\Gamma}$ and $M_{\Gamma}$ are spectrally equivalent, we can see that

$$
0<\frac{\mathbf{v}^{T} K M^{-1} K \mathbf{v}+\frac{h}{\beta} \mathbf{v}^{T} M_{\Gamma} M^{-1} M_{\Gamma} \mathbf{v}}{\mathbf{v}^{T} K M^{-1} K \mathbf{v}+\frac{1}{\beta} \mathbf{v}^{T} M_{\Gamma} \mathbf{v}}=: D_{1}=\mathcal{O}(1)
$$

where $D_{1}$ is a mesh and $\beta$ independent constant.
We now examine the term

$$
\frac{2 \sqrt{\frac{h}{\beta}} \mathbf{v}^{T} M_{\Gamma} M^{-1} K \mathbf{v}}{\mathbf{v}^{T} K M^{-1} K \mathbf{v}+\frac{1}{\beta} \mathbf{v}^{T} M_{\Gamma} \mathbf{v}}=: \frac{T_{1}}{T_{2}}
$$

in particular its maximum and minimum values, more carefully. We assume now that $M \approx h^{2} I$ and $M_{\Gamma} \approx h I$, ignoring all multiplicative constants. Furthermore, we note that the eigenvalues of $K$ are within the interval $\left[c_{K} h^{2}, C_{K}\right]$, where $c_{K}$ and $C_{K}$ are constants independent of $h$ and $\beta$.

As we work with lumped mass matrices throughout our work on Neumann boundary control, we observe that $T_{1} \geq 0$, as it relates to the eigenvalues of a product
of symmetric positive semi-definite matrices $\left(M_{\Gamma} M^{-1}\right.$ and $\left.K\right)$, which must be nonnegative, multiplied by a positive constant. It is also clear that $T_{2}$ must be strictly positive.

We now consider the maximum and minimum values of $\frac{T_{1}}{T_{2}}$. We consider the maximum such value by writing

$$
\frac{T_{1}}{T_{2}}=\frac{\beta^{-1 / 2} h^{1 / 2} h^{1} h^{-2} c}{h^{-2} c^{2}+\beta^{-1} h}=\frac{\beta^{-1 / 2} h^{-1 / 2} c}{h^{-2}\left(c^{2}+\beta^{-1} h^{3}\right)}=\frac{a c}{c^{2}+a^{2}}
$$

with $a=h^{3 / 2} \beta^{-1 / 2}$ and $c$ corresponding to the relevant eigenvalue of $K$. Here, both $a$ and $c$ are positive. Therefore, in this case, $\frac{a c}{c^{2}+a^{2}} \leq \frac{1}{2}$ by straightforward algebraic manipulation. This means that the denominator in (3.17) will be bounded above by a constant independent of $h, \beta$ and $\tau$, as both terms are of $\mathcal{O}(1)$. This gives us a lower bound for $\lambda_{\text {min }}$.

As $T_{1}$ and $T_{2}$ are both non-negative, we may write that $\frac{T_{1}}{T_{2}} \geq 0$, and hence that $\frac{\mathbf{v}^{T} S \mathbf{v}}{\mathbf{v}^{T} \widehat{S}_{1 \mathbf{v}}} \geq \frac{1}{D_{1}}$, giving us an upper bound for $\lambda_{\text {max }}$.

Putting our analysis together, and reinstating multiplicative constants, we conclude that

$$
\lambda_{\min }\left(\widehat{S}_{1}^{-1} S\right)=c_{1}, \quad \lambda_{\max }\left(\widehat{S}_{1}^{-1} S\right)=C_{1}
$$

where $c_{1}$ and $C_{1}$ are positive constants independent of $h, \beta$ and $\tau$.
Eigenvalues of $\widehat{S}_{2}^{-1} S$. We may carry out a similar analysis for the approximation $\widehat{S}_{2}$ of $S$, by considering the Rayleigh quotient

$$
\frac{\mathbf{v}^{T} S \mathbf{v}}{\mathbf{v}^{T} \widehat{S}_{2} \mathbf{v}}=\frac{\mathbf{v}^{T} K M^{-1} K \mathbf{v}+\mathbf{v}^{T}\left(\frac{1}{\beta} M_{\Gamma}\right) \mathbf{v}}{\mathbf{v}^{T} K\left(h \widehat{M}_{\Gamma}\right)^{-1} K \mathbf{v}+\frac{h}{\beta} \mathbf{v}^{T} M_{\Gamma}\left(h \widehat{M}_{\Gamma}\right)^{-1} M_{\Gamma} \mathbf{v}+2 \sqrt{\frac{h}{\beta}} \mathbf{v}^{T} M_{\Gamma}\left(h \widehat{M}_{\Gamma}\right)^{-1} K \mathbf{v}}
$$

and writing that $M \approx h^{2} I, \widehat{M}_{\Gamma} \approx h I$, and $M_{\Gamma} \approx \operatorname{blkdiag}\left(0, h I_{b}\right)$.
Proceeding as we did for the analysis of $\widehat{S}_{1}$, we obtain that

$$
\lambda_{\min }\left(\widehat{S}_{2}^{-1} S\right)=c_{2}, \quad \lambda_{\max }\left(\widehat{S}_{2}^{-1} S\right)=C_{2}
$$

where $c_{2}$ and $C_{2}$ are positive constants independent of $h, \beta$ and $\tau$, provided we use lumped mass matrices.

We emphasize that due to the rank-deficient nature of the $\frac{1}{\beta} N M_{b}^{-1} N^{T}$ term of the Schur complement $S$, it is more difficult to obtain a complete picture of the eigenvalue distributions of $\widehat{S}_{1}^{-1} S$ and $\widehat{S}_{2}^{-1} S$ than for the preconditioned Schur complement in the distributed control case. Consequently, the bounding of $\lambda\left(\widehat{S}_{1}^{-1} S\right)$ and $\lambda\left(\widehat{S}_{2}^{-1} S\right)$ by constants of $\mathcal{O}(1)$ is less descriptive than the the more specific bound outlined for distributed control in [22] and discussed in Section 2.2.

However, the fact that the eigenvalues of $\widehat{S}_{1}^{-1} S$ and $\widehat{S}_{2}^{-1} S$ are certainly real and bounded above and below by constants of $\mathcal{O}(1)$, independently of $h, \beta$ and $\tau$, indicates that either $S_{1}$ or $S_{2}$ should serve as an effective approximation of $S$ - a hypothesis which is verified by the numerical results presented in Section 4. We note that in the above analysis, we have assumed that lumped mass matrices are being used; however numerical tests indicate that we still obtain a clean bound when using consistent mass matrices.
3.5. Time-Dependent Neumann Boundary Control. In the case of the time-dependent boundary control problem, we are interested in approximating the Schur complement

$$
\begin{equation*}
S=\frac{1}{\tau} \mathcal{K} \mathcal{M}_{1 / 2}^{-1} \mathcal{K}^{T}+\frac{\tau}{\beta} \mathcal{N} \mathcal{M}_{1 / 2, b}^{-1} \mathcal{N}^{T} \tag{3.18}
\end{equation*}
$$

of the saddle point matrix $\mathcal{A}$. We want to approximate the above by

$$
\begin{equation*}
\widehat{S}_{3}=\tau^{-1}\left(\mathcal{K}+\frac{\tau}{\sqrt{\beta}} \widehat{\mathcal{M}}\right) \mathcal{M}_{1 / 2}^{-1}\left(\mathcal{K}^{T}+\frac{\tau}{\sqrt{\beta}} \widehat{\mathcal{M}}\right) \tag{3.19}
\end{equation*}
$$

and for this to be a good approximation the choice of $\widehat{\mathcal{M}}$ is again crucial. We recall that we assumed $\mathcal{M}_{1 / 2, b}$ to be a block diagonal matrix of lumped boundary mass matrices and that also $\mathcal{M}_{1 / 2}$ consist of lumped mass matrices over the domain $\Omega$. Hence the first term in (3.19) is given by $\tau^{-1} \mathcal{K} \mathcal{M}_{1 / 2}^{-1} \mathcal{K}^{T}$, which means that the first term in the Schur complement (3.18) is well represented in our approximation. We then obtain the next term from (3.19) as

$$
\frac{\tau^{-1} \tau \tau}{\sqrt{\beta} \sqrt{\beta}} \widehat{\mathcal{M}} \mathcal{M}_{1 / 2}^{-1} \widehat{\mathcal{M}}=\frac{\tau}{\beta} \widehat{\mathcal{M}} \mathcal{M}_{1 / 2}^{-1} \widehat{\mathcal{M}}
$$

To understand how this approximates $\mathcal{N} \mathcal{M}_{1 / 2, b}^{-1} \mathcal{N}^{T}$, we need to study the structure of both matrix products more carefully. We recall that $\mathcal{M}_{1 / 2, b}=\operatorname{blk} \operatorname{diag}\left(M_{b}, \ldots, M_{b}\right)$, and that with some abuse of notation $\mathcal{N}=\operatorname{blkdiag}_{\text {rec }}(N, \ldots, N)$, giving for the overall structure

$$
\mathcal{N} \mathcal{M}_{1 / 2, b}^{-1} \mathcal{N}^{T}=\left[\begin{array}{ccccc}
N M_{b}^{-1} N^{T} & & & & \\
& N M_{b}^{-1} N^{T} & & & \\
& & \ddots & & N M_{b}^{-1} N^{T} \\
& & & & \\
& & & & \\
& & & &
\end{array}\right]
$$

We see that as $\mathcal{M}=\operatorname{blkdiag}\left(\frac{1}{2} M, M, \ldots, M, \frac{1}{2} M\right)$ and $\widehat{M}=\operatorname{blkdiag}(\widehat{M}, \ldots, \widehat{M})$, the structure of the large problem looks as follows

$$
\widehat{\mathcal{M}} \mathcal{M}_{1 / 2}^{-1} \widehat{\mathcal{M}}=\left[\begin{array}{lllll}
2 \widehat{M} M^{-1} \widehat{M} & & & & \\
& \widehat{M} M^{-1} \widehat{M} & & & \\
& & \ddots & & \\
& & & \widehat{M} M^{-1} \widehat{M} & \\
& & & & 2 \widehat{M} M^{-1} \widehat{M}
\end{array}\right]
$$

This indicates that it is important for $\widehat{M} M^{-1} \widehat{M} \approx N M_{b}^{-1} N^{T}$, which we split up even further now. Consider an ordering of the degrees of freedom on the boundary and in the interior as before

$$
\widehat{M} M^{-1} \widehat{M}=\left[\begin{array}{cc}
0 & 0 \\
0 & \alpha M_{b}
\end{array}\right]\left[\begin{array}{cc}
M_{y, i}^{-1} & 0 \\
0 & M_{y, b}^{-1}
\end{array}\right]\left[\begin{array}{cc}
0 & 0 \\
0 & \alpha M_{b}
\end{array}\right]=\left[\begin{array}{cc}
0 & 0 \\
0 & \alpha^{2} M_{b} M_{y, b}^{-1} M_{b}
\end{array}\right]
$$

and now note that

$$
N M_{b}^{-1} N^{T}=\left[\begin{array}{cc}
0 & 0 \\
0 & M_{b}
\end{array}\right]
$$

where $M_{y, i}$ and $M_{y, b}$ denote the splitting of the mass matrix $M$ into its interior and boundary parts respectively. Similar to before we can show that $\alpha=\sqrt{h}$ is a good choice. A choice not very different from the above is given by the approximation

$$
\begin{equation*}
\widehat{S}_{4}=\tau^{-1}\left(\mathcal{K}+\tau \sqrt{\frac{h}{\beta}} \widehat{\mathcal{M}}\right)\left(h \widehat{\mathcal{M}}_{\Gamma}\right)^{-1}\left(\mathcal{K}+\tau \sqrt{\frac{h}{\beta}} \widehat{\mathcal{M}}\right)^{T} \tag{3.20}
\end{equation*}
$$

where $\widehat{\mathcal{M}}_{\Gamma}$ consists of block diagonal matrices that have the boundary mass matrix for the boundary nodes and a suitably scaled identity matrix for the interior nodes (see also the time-independent case).

Eigenvalues of $\widehat{S}_{4}^{-1} S$. We now search for the eigenvalues of $\widehat{S}_{4}^{-1} S$, where

$$
\begin{equation*}
\widehat{S}_{4}=\tau^{-1}\left(\mathcal{K}+\tau \sqrt{\frac{h}{\beta}} \widehat{\mathcal{M}}\right)\left(h \widehat{\mathcal{M}}_{\Gamma}\right)^{-1}\left(\mathcal{K}+\tau \sqrt{\frac{h}{\beta}} \widehat{\mathcal{M}}\right)^{T} \tag{3.21}
\end{equation*}
$$

by considering the Rayleigh quotient

$$
\frac{\mathbf{v}^{T} S \mathbf{v}}{\mathbf{v}^{T} \widehat{S}_{4} \mathbf{v}}=\frac{\tau^{-1} \mathbf{v}^{T} \mathcal{K} \mathcal{M}_{1 / 2}^{-1} \mathcal{K}^{T} \mathbf{v}+\tau \beta^{-1} \mathbf{v}^{T} \widehat{\mathcal{M}} \mathbf{v}}{\tau^{-1} \mathbf{v}^{T} \mathcal{K}\left(h \widehat{\mathcal{M}}_{\Gamma}\right)^{-1} \mathcal{K} \mathbf{v}+\frac{\tau h}{\beta} \mathbf{v}^{T} \widehat{\mathcal{M}}\left(h \widehat{\mathcal{M}}_{\Gamma}\right)^{-1} \widehat{\mathcal{M}} \mathbf{v}+2 \sqrt{\frac{h}{\beta}} \mathbf{v}^{T} \mathcal{K}\left(h \widehat{\mathcal{M}}_{\Gamma}\right)^{-1} \widehat{\mathcal{M}} \mathbf{v}}
$$

using the fact that $\widehat{\mathcal{M}}_{\Gamma}=\mathcal{N} \mathcal{M}_{1 / 2, b}^{-1} \mathcal{N}^{T}$. Assuming that $\mathbf{v} \in \operatorname{null}(\widehat{\mathcal{M}})$, we obtain that

$$
\frac{\mathbf{v}^{T} S \mathbf{v}}{\mathbf{v}^{T} \widehat{S}_{4} \mathbf{v}}=\mathcal{O}(1)
$$

So we now consider the case where $\mathbf{v}$ is not in the said nullspace; we then examine the term

$$
\frac{1}{\frac{\tau^{-1} \mathbf{v}^{T} \mathcal{K}\left(h \widehat{\mathcal{M}}_{\Gamma}\right)^{-1} \mathcal{K} \mathbf{v}+\frac{\tau h}{\beta} \mathbf{v}^{T} \widehat{\mathcal{M}}\left(h \widehat{\mathcal{M}}_{\Gamma}\right)^{-1} \widehat{\mathcal{M}} \mathbf{v}}{\tau^{-1} \mathbf{v}^{T} \mathcal{K} \mathcal{M}_{1 / 2}^{-1} \mathcal{K}^{T} \mathbf{v}+\tau \beta^{-1} \mathbf{v}^{T} \widehat{\mathcal{M}} \mathbf{v}}+\sqrt{\frac{h}{\beta}} \frac{\mathbf{v}^{T}\left(\mathcal{K}\left(h \widehat{\mathcal{M}}_{\Gamma}\right)^{-1} \widehat{\mathcal{M}}+\widehat{\mathcal{M}}\left(h \widehat{\mathcal{M}}_{\Gamma}\right)^{-1} \mathcal{K}^{T}\right) \mathbf{v}}{\tau^{-1} \mathbf{v}^{T} \mathcal{K} \mathcal{M}_{1 / 2}^{-1} \mathcal{K}^{T} \mathbf{v}+\tau \beta^{-1} \mathbf{v}^{T} \widehat{\mathcal{M}} \mathbf{v}}}
$$

So if we now assume (neglecting constants for now) that $h \widehat{\mathcal{M}}_{\Gamma} \approx \mathcal{M}_{1 / 2} \approx h^{2} I$ and $\widehat{\mathcal{M}} \approx \widehat{\mathcal{M}}\left(h \widehat{\mathcal{M}}_{\Gamma}\right)^{-1} \widehat{\mathcal{M}} \approx h I$, we see that

$$
\frac{\tau^{-1} \mathbf{v}^{T} \mathcal{K}\left(h \widehat{\mathcal{M}}_{\Gamma}\right)^{-1} \mathcal{K} \mathbf{v}+\frac{\tau h}{\beta} \mathbf{v}^{T} \widehat{\mathcal{M}}\left(h \widehat{\mathcal{M}}_{\Gamma}\right)^{-1} \widehat{\mathcal{M}} \mathbf{v}}{\tau^{-1} \mathbf{v}^{T} \mathcal{K} \mathcal{M}_{1 / 2}^{-1} \mathcal{K}^{T} \mathbf{v}+\tau \beta^{-1} \mathbf{v}^{T} \widehat{\mathcal{M}} \mathbf{v}}=\mathcal{O}(1)
$$

In order to simplify the analysis at this stage we simply assume that $\mathcal{K}$ is approximated by its block diagonal, i.e. $\mathcal{L} \approx \mathcal{K}$ (see Figure 3.1). We use this to approximate the above by

$$
\sqrt{\frac{h}{\beta}} \frac{\mathbf{v}^{T}\left(\mathcal{L}\left(h \widehat{\mathcal{M}}_{\Gamma}\right)^{-1} \widehat{\mathcal{M}}+\widehat{\mathcal{M}}\left(h \widehat{\mathcal{M}}_{\Gamma}\right)^{-1} \mathcal{L}\right) \mathbf{v}}{\tau^{-1} \mathbf{v}^{T} \mathcal{L} \mathcal{M}_{1 / 2}^{-1} \mathcal{L} \mathbf{v}+\tau \beta^{-1} \mathbf{v}^{T} \widehat{\mathcal{M}} \mathbf{v}}=: \frac{T_{1}}{T_{2}}
$$

We may proceed as in Section 3.4 for the time-independent boundary control case to obtain (neglecting constants)
$\frac{T_{1}}{T_{2}}=\frac{h^{1 / 2} \beta^{-1 / 2} h^{-1} c}{\tau^{-1} h^{-2} c^{2}+\tau \beta^{-1} h}=\frac{\beta^{-1 / 2} h^{-1 / 2} c}{h^{-2} \tau^{-1}\left(c^{2}+\tau^{2} \beta^{-1} h^{3}\right)}=\frac{\tau \beta^{-1 / 2} h^{3 / 2} c}{c^{2}+\tau^{2} \beta^{-1} h^{3}}=\frac{a c}{c^{2}+a^{2}} \leq \frac{1}{2}$,


Figure 3.1: Singular values of $\mathcal{L}$ and $\mathcal{K}$ for a small example.
with $a=\tau \beta^{-1 / 2} h^{3 / 2}$ and $c \in\left[c_{K} \tau h^{2}+c_{M} h^{2}, C_{k} \tau+C_{M} h^{2}\right]$. This shows that the results for the time-independent case can be used here as well. For the minimum value of $\frac{T_{1}}{T_{2}}$, we may apply a similar analysis as in the case of $\widehat{S}_{1}^{-1} S$ and working once more with lumped mass matrices. We obtain that (reintroducing constants)

$$
\lambda_{\min }\left(\widehat{S}_{4}^{-1} S\right)=c_{4}, \quad \lambda_{\max }\left(\widehat{S}_{4}^{-1} S\right)=C_{4},
$$

where $c_{4}$ and $C_{4}$ are positive constants independent of $h, \beta$ and $\tau$.
A similar analysis can be carried out for $\widehat{S}_{3}^{-1} S$. As for the time-independent case, it is more difficult to develop a complete picture of the eigenvalue distribution of the preconditioned Schur complement than for the distributed control case, however it is useful to see that we may bound the eigenvalues by constants of $\mathcal{O}(1)$ independently of the parameters $h, \beta$ and $\tau$. Indeed, the results shown in Section 4 show that the performance for the preconditioners for the time-dependent and time-independent boundary control problem is quite similar, and we find that both approximations $\widehat{S}_{3}$ and $\widehat{S}_{4}$ are effective for this problem for a wide range of parameters.
4. Numerical Results. The results presented in this Section are based on an implementation of the above described algorithms within the deal.II [1] framework using $Q 1$ finite elements. For the AMG preconditioner, we used the Trilinos ML package [11] that implements a smoothed aggregation AMG. Within the algebraic multigrid we typically used 10 steps of a Chebyshev smoother in combination with the application of two V-cycles. Our implementation of Minres was taken from [8] and was stopped with a tolerance of $10^{-4}$ for the relative pseudo-residual. Our experiments are performed for $T=1$ and $\tau=0.05$, i.e. 20 time-steps. As the domain $\Omega$ we consider the unit cube. We consider homogeneous Dirichlet conditions for distributed control problems, but are of course not limited to them, and also a zero forcing term $f=0$ for Neumann boundary control problems. Whenever we show the degrees of freedom these are only the degrees of freedom for one grid point in time (i.e. for a single time-step). Implicitly, we are solving a linear system of the
dimension 3 times the number of time-steps $\left(N_{t}\right)$ times the degrees of freedom of the spatial discretization ( $n$ ). For example, a spatial discretization with 274625 unknowns and 20 time-steps corresponds to an overall linear system of dimension 16477500 . All results are performed on a Centos Linux machine with Intel(R) Xeon(R) CPU X5650 @ 2.67 GHz CPUs and 48 GB of RAM.
4.1. Distributed Control. We start by giving results for the distributed control examples presented earlier. Our goal was to derive efficient preconditioners for both the final-time case and the case where all-times are considered. For both distributed control problems we impose a zero Dirichlet condition. This results in the computed state not matching the desired state quite as well very close to the boundary. Another option would be to impose a Dirichlet condition where the state corresponds to the desired state on $\partial \Omega$.
4.1.1. The Final Time Case. In this Section we provide results for the final time case shown in Figure 4.1, where a spherical slice of control, state and desired state for the final time is shown. The desired state in this example is given by

$$
\overline{\mathbf{y}}=-64 x_{0} \exp \left(-\left(\left(x_{0}-0.5\right)^{2}+\left(x_{1}-0.5\right)^{2}+\left(x_{1}-0.5\right)^{2}\right)\right)
$$

where $\mathbf{x}=\left[\begin{array}{lll}x_{0} & x_{1} & x_{2}\end{array}\right]^{T}$, with the initial condition given by $\mathbf{y}_{0}=0$. The parameter $\gamma$ was chosen as presented in Section 3. We found that this choice performed much better than just choosing a small fixed $\gamma$. We see that the results shown in Table 4.1 reflect our theoretical studies as the computation times were insensitive to $h, \beta$ and $\tau$. We only consider the values of $\beta \in\left\{10^{-2}, 10^{-4}, 10^{-6}\right\}$; these are values of interest for most applications in PDE constrained optimization. This is motivated by the fact that very small values of $\beta$ allow the control to vary too much, which might result in practically infeasible values, and large values of $\beta$ result in the computed state being likely to be too far away from the desired state.

|  | $\beta=1 e-2$ | $\beta=1 e-4$ | $\beta=1 e-6$ |
| :---: | :--- | :--- | :--- |
| DoF | MinRES(T) | MinReS(T) | MinReS(T) |
| 4913 | $14(9)$ | $13(9)$ | $9(6)$ |
| 35937 | $16(72)$ | $13(59)$ | $12(55)$ |
| 274625 | $16(624)$ | $15(677)$ | $13(531)$ |

Table 4.1: Number of Minres iterations plus computation times to solve the linear system for various node numbers and $\beta$ values.
4.1.2. The All-Times Case. Another example for the distributed control problem is given by the all-times case, where the functional $J(y, u)$ contains observations for all time-steps. We have the choice of using the trapezoidal rule (which corresponds to the discretize-then-optimize formulation) or the rectangular rule (which corresponds to the optimize-then-discretize formulation) for the discretization of the state integral. We will show results for both cases that desired to drive the state close to the desired state given by

$$
\overline{\mathbf{y}}=-64 t \sin \left(-2 \pi\left(\left(x_{0}-0.5\right)^{2}+\left(x_{1}-0.5\right)^{2}+\left(x_{1}-0.5\right)^{2}\right)\right),
$$

with a zero initial value. An illustration of the desired state, the computed state and control is shown in Figure 4.2 for one particular point in time, i.e. one particular


Figure 4.1: Control, desired state, and state for final time with $\beta=1 e-4$.


Figure 4.2: Control, desired state, and state for boundary control with $\beta=1 e-4$ at grid point 15 in time.
time-step. The results with the Schur complement approximation as presented in Section 3.1 (trapezoidal rule) are shown in Table 4.2 and the results for the approach presented in Section 3.2 (rectangle rule) are shown in Table 4.3. We can see that the number of iterations remains constant with varying mesh size and regularization parameter $\beta$.

| DoF | Minres(T) | MinRes(T) | MinRes(T) |
| :---: | :--- | :--- | :--- |
|  | $\beta=1 e-2$ | $\beta=1 e-4$ | $\beta=1 e-6$ |
| 4913 | $10(12)$ | $10(12)$ | $8(10)$ |
| 35937 | $10(94)$ | $10(97)$ | $10(95)$ |
| 274625 | $10(811)$ | $10(808)$ | $10(810)$ |

Table 4.2: Results for Discretize-then-Optimize approach via trapezoidal rule.
4.2. Boundary Control. We now present results for the time-independent and time-dependent Neumann boundary control problems presented earlier.

| DoF | MinRES(T) | MinRes(T) | MinReS(T) |
| :---: | :--- | :--- | :--- |
|  | $\beta=1 e-2$ | $\beta=1 e-4$ | $\beta=1 e-6$ |
| 4913 | $12(14)$ | $10(12)$ | $8(10)$ |
| 35937 | $12(109)$ | $10(94)$ | $10(93)$ |
| 274625 | $14(1089)$ | $10(801)$ | $10(822)$ |

Table 4.3: Results for Optimize-then-Discretize approach via rectangle rule.


Figure 4.3: Control, desired state, and state for boundary control with $\beta=1 e-4$.
4.2.1. Time-Independent Boundary Control. The time-independent boundary control problem example that we present starts from initial value zero matching the desired state given by

$$
\overline{\mathbf{y}}= \begin{cases}\sin \left(x_{1}\right)+x_{2} x_{0} & \text { if } x_{0}>0.5 \text { and } x_{1}<0.5 \\ 1 & \text { otherwise }\end{cases}
$$

The desired state, computed state and control are shown in Figure 4.3. The CPU times and iteration numbers for the MinRes algorithm with varying mesh size and regularization parameter are shown in Table 4.4 for the Schur complement approximation $\widehat{S}_{1}$ and in Table 4.5 for $\widehat{S}_{2}$. We see that $\widehat{S}_{1}$ performs better in all cases, although the results for $\widehat{S}_{2}$ are not dramatically different. We see for both approaches a slow growth in the iteration numbers, which is expected when dealing with a pure Neumann problem (see [4]). We observe some rather small growth with decreasing $\beta$, especially for small meshes, but with the iteration numbers still reasonably small. We also observe improved preformance when $h^{3}$ and $\beta$ are further apart. The results we experience matched our expectations based on the theory detailed in Section 3.4.
4.2.2. Time-Dependent Boundary Control. The setup for the example timedependent boundary control problem we present again starts with an initial value of zero and the following time-dependent desired state:

$$
\overline{\mathbf{y}}= \begin{cases}\sin (t)+x_{0} x_{1} x_{2} & \text { if } x_{0}>0.5 \text { and } x_{1}<0.5 \\ 1 & \text { otherwise }\end{cases}
$$

The desired state as well as the computed state and control are depicted for grid point 20 in time (i.e. the 20th time step) in Figure 4.4 and for grid point 10 (the

| DoF | Minres(T) | Minres(T) | Minres(T) |
| :---: | :--- | :--- | :--- |
|  | $\beta=1 e-2$ | $\beta=1 e-4$ | $\beta=1 e-6$ |
| 4913 | $26(1)$ | $28(1)$ | $22(1)$ |
| 35937 | $30(6)$ | $38(7)$ | $30(6)$ |
| 274625 | $34(59)$ | $48(84)$ | $46(80)$ |
| 2146689 | $38(687)$ | $60(1060)$ | $64(1018)$ |

Table 4.4: Results obtained with Schur complement approximation $\widehat{S}_{1}$.

| DoF | Minres(T) | Minres(T) | Minres(T) |
| :---: | :--- | :--- | :--- |
|  | $\beta=1 e-2$ | $\beta=1 e-4$ | $\beta=1 e-6$ |
| 4913 | $36(2)$ | $38(2)$ | $30(2)$ |
| 35937 | $44(18)$ | $54(22)$ | $44(19)$ |
| 274625 | $50(168)$ | $74(241)$ | $70(235)$ |
| 2146689 | $52(1534)$ | $98(2604)$ | $108(2953)$ |

Table 4.5: Results obtained with Schur complement approximation $\widehat{S}_{2}$.

10th time step) in Figure 4.5. We again computed results for both Schur complement approximations presented earlier; the results are given in Table 4.6 for $\widehat{S}_{3}$ and in Table 4.7 for $\widehat{S}_{4}$. We again see higher iteration numbers for the second approximation $\widehat{S}_{4}$, and benign growth with respect to the mesh size, but again with improved results if $h^{3}$ and $\beta$ are far apart. The results here reflect the results for the time-independent case, which we expect for our theoretical study presented in Section 3.5.

| DoF | Minres(T) | MinRes(T) | MinRes(T) |
| :---: | :--- | :--- | :--- |
|  | $\beta=1 e-2$ | $\beta=1 e-4$ | $\beta=1 e-6$ |
| 4913 | $32(21)$ | $36(24)$ | $28(19)$ |
| 35937 | $38(160)$ | $46(189)$ | $36(151)$ |
| 274625 | $46(1590)$ | $60(2040)$ | $58(1980)$ |

Table 4.6: Results obtained with Schur complement approximation $\widehat{S}_{3}$.

| DoF | MinRES(T) | MinRES(T) | MinRES(T) |
| :---: | :--- | :--- | :--- |
|  | $\beta=1 e-2$ | $\beta=1 e-4$ | $\beta=1 e-6$ |
| 4913 | $38(24)$ | $40(26)$ | $36(23)$ |
| 35937 | $48(204)$ | $58(248)$ | $42(178)$ |
| 274625 | $60(2171)$ | $80(2871)$ | $66(2359)$ |

Table 4.7: Results obtained with Schur complement approximation $\widehat{S}_{4}$.
5. Concluding Remarks. We have presented various setups for the optimal control of the heat equation. We derived the discretized first order conditions for


Figure 4.4: Control, desired state, and state for boundary control with $\beta=1 e-6$ at grid point 20 in time


Figure 4.5: Control, desired state, and state for boundary control with $\beta=1 e-6$ at grid point 10 in time.
the distributed and the boundary control case and showed that both problems lead to a linear system with saddle point structure. We then extended the analysis for a regularization-robust preconditioner from the time-independent distributed control case to the time-dependent distributed control case. We also provided some bounds for the case of Neumann boundary control for the time-dependent and time-independent setup. We then gave an extensive numerical study of the preconditioners derived earlier and showed that the dependence with respect to the mesh size, regularization parameter and time-step could be removed for the distributed control case. The numerical results for the pure Neumann control problem illustrated a benign dependence on the mesh size (similar to the forward problem) and very little dependence with respect to the regularization parameter $\beta$. These results have already been used in a different work on time-periodic parabolic problems with control constraints (see [34]), where good numerical results are obtained. The work presented in this paper also serves as a framework for the consideration of other time-dependent optimal control problems. The techniques presented could be adapted for the case of the desired state only being of interest in a subdomain of $\Omega$, the case where the control is only applied in a subdomain, or examples with additional constraints such as box constraints being
imposed on the state or control.
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[^1]:    ${ }^{1}$ Showing that a matrix product $T_{1} T_{2}$ is positive definite if $T_{1}$ and $T_{2}$ are symmetric positive definite is straightforward: as $T_{2}$ is symmetric positive definite, $T_{1} T_{2}$ is similar to $T_{2}^{1 / 2} T_{1} T_{2}^{1 / 2}$. As $T_{1}$ is symmetric positive definite, this leads to the observation that $\mathbf{x}^{T} T_{2}^{1 / 2} T_{1} T_{2}^{1 / 2} \mathbf{x}>0$ for all vectors $\mathbf{x}$ of the correct length. This tells us that all eigenvalues of $T_{1} T_{2}$ are real and positive.

